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Abstract

We develop a theory of generically stable and smooth Keisler measures in NIP metric theories,
generalizing the case of classical logic. Using smooth extensions, we verify that fundamental
properties of (Borel)-definable measures and the Morley product hold in the NIP metric setting.
With these results, we prove that as in discrete logic, generic stability can be defined equivalently
through definability properties, statistical properties, or behavior under the Morley product. We
also examine weakly orthogonal Keisler measures, characterizing weak orthogonality in terms
of various analytic regularity properties.

We then examine Keisler measures in distal metric theories, proving that as in discrete
logic, distality is characterized by all generically stable measures being smooth, or by all pairs
of generically stable measures being weakly orthogonal. We then use this, together with our
results on weak orthogonality and a cutting lemma, to find analytic versions of distal regularity
and the strong Erdés-Hajnal property.

1 Introduction

This article continues the program begun in [2] of studying distal theories in continuous logic. In
that paper, we characterized distal metric structures in terms of the behavior of their indiscernible
sequences and a continuous version of strong honest definitions, generalizing [28] and [11]]. It is just
as fundamental to define distal structures as those structures where all generically stable Keisler
measures are smooth.

Keisler measures, as a real-valued generalization of types, lend themselves naturally to continuous
logic. Despite this, while many properties of types such as definability, finite satisfiability, and
generic stability have been generalized both to Keisler measures[2I] and to types in continuous
logic[5] [18][22], the literature is comparatively lacking in simultaneous generalizations to measures
in continuous logic. Thus before we can examine distal metric structures from a Keisler measure
perspective, we must generalize these properties, extending the theory of Keisler measures over
metric structures from papers such as [7], [4], and [9].

Once we understand generically stable Keisler measures in continuous logic, and prove that the
Keisler measure definition of distality is equivalent to all other definitions for metric structures, we
may use these measures for combinatorial applications of distality. We develop continuous logic
versions of the distal regularity lemma and (definable) strong Erdés-Hajnal property of [12]. A
forthcoming paper with Ben Yaacov will provide several examples of metric structures to which
these results apply[3].

This contributes to a growing subject of “tame regularity” in the analytic setting. Analytic
regularity lemmas replace the graphs of Szemerédi’s original regularity lemma with real-valued func-
tions, which are decomposed into structured, pseudorandom, and error parts[23]. Under a tameness
assumption, such as the function being definable in an NIP[24], n-dependent[I4], or stable[d] metric
structure, this decomposition can be simplified.



The distal analytic regularity lemma, Theorem implies that for every € > 0, any definable
predicate ¢(z1,...,z,) in a distal structure can be expressed as a the sum of a structured part of
bounded complexity and a particularly well-behaved error part, which is bounded in magnitude by
€ everywhere except on a structured set of small measure.

This in turn implies an analytic version of the strong FErdés-Hajnal property: We say that a
predicate ¢(z1,...,x,) has the strong Erdés-Hajnal property in some structure M when for every
€ > 0, there exists § > 0 such that for any finite sets A; C M™*i, there are subsets B; C A; such that
|B;| > §|A;| and for all b, € By XX By, |¢p(b)— (V)| < e. Just as [I2, Theorem 3.1] proves in the
discrete case, we show that in continuous logic, distality is equivalent to every definable predicate
having a definable version of the strong Erdés-Hajnal property, where the counting measures on the
sets A; can be replaced with generically stable Keisler measures, and the sets B; can be defined
uniformly.

Overview and Results

Section [2]lays out the basic theory of Keisler measures in continuous logic. These can be understood
either as regular Borel measures on the space of types, or equivalently, as certain linear functionals
on the space of definable predicates[9]. Most importantly for studying distality, we study weak or-
thogonality and smooth measures, following the approach of [30]. We characterize weakly orthogonal
measures as those where the following equivalent conditions hold:

Corollary 1.1 (Corollary . Let 1, ...,x, be variable tuples, and let pu; € M,, (M) be Keisler
measures on x; for each i. The measures p; are weakly orthogonal, meaning that there is a unique
measure w € My, o (M) on (z1,...,2,) extending the product measure of p1, ..., i, if and only
if for every M-definable predicate ¢(x1,...,x,) and every e > 0, there exist M -definable predicates
(2, ..., xn), 0 (20, ..., xy), where v (xq,. .., x,) are each of the form Z;’L:l T, ij(xz), such
that

o Forall (x1,...,%n), V" (T1,--,%n) < A1, 20) <P (21,0, T0).

e For any product measure w of pi1, ..., fin, fs (M)(¢+ — Y7 )dw < e.
T]...Tp

From this perspective, we consider smooth measures - all measures such that there is a small
model M such that u|p; has a unique global extension. We characterize them also as the measures
that are weakly orthogonal to all measures, or equivalently all types. We also examine invariant
and (Borel)-definable measures, extending the careful work in [I7] on Morley products in NIP to
continuous logic. This approach revolves around the fact that any measure in an NIP theory admits
a smooth extension, which we verify for continuous logic in Lemma [2.30] We are then able to use
smooth extensions of measures as we would use realizations of types.

In Section [3] we turn to generically stable measures, finding many equivalent continuous logic
characterizations of these versatile measures, culminating with a generalization of [21I} Theorem 3.2]
to continuous logic:

Theorem 1.2 (Thm . Assume T is an NIP metric theory. For any small model M C U, if p
is a global M -invariant measure, the following are equivalent:

(i) 1 is a frequency interpretation measure (fim) over M (see Definition[2.2)
(i1) p is a finitely approzimated measure (fam) over M (see Definition [2.9)
(iti) p is definable over and approzimately realized in M (see Definition[2.9)
(i) p(z) © u(y) = u(y) @ p(x) (see Definition [2.8)

(v) ) (xg,x1,...) 0 is totally indiscernible (see Definition @)



This connects the topological properties of generically stable measures (definability and approx-
imate realizability) and the behavior of the Morley product to the property of being a frequency
interpretation measure (fim). Classically, these are measures against which formulas obey a ver-
sion of the VC-theorem. We show that in continuous logic, definable predicates and generically
stable measures satisfy various properties that were shown in |2, Section [2| for definable predicates
and finitely-supported measures. This includes a Glivenko-Cantelli property analogous to the VC-
Theorem (our definition of fim) as well as bounds on the sizes of e-approximations (Corollary
and e-nets (Theorem [3.11).

Before approaching distal regularity directly, we connect weak orthogonality of measures to
regularity properties in Section 4l In [30], the distal regularity lemma are proven using weak orthog-
onality. Before assuming distality, we develop the nomenclature for expressing this regularity lemma
and the (definable) strong Erdds-Hajnal property in continuous logic, generalizing [12, Theorems
3.1 and 5.8] in the discrete case, and we are able to prove non-uniform versions of these regularity
lemmas for any weakly orthogonal measures:

Theorem 1.3 (Theorem 4.10). Let py € My, (M), ..., pn € My, (M). The following are equivalent:
o The measures i1, ..., u, are weakly orthogonal.

o For each M-definable predicate ¢(x1,...,x,) and each €,6 > 0, there is some C such that ¢
admits a definable (g, 9)-distal reqularity partition (see Definitions and

e For each M-definable predicate ¢(x1,...,x,) and each €,6 > 0, there is some C such that ¢
admits a constructible (e, §)-distal reqularity partition (see Definitions and

e For each M-definable predicate ¢(x1,...,x,) and each e > v > 0, there is some & > 0 such that
for any product measure w of continuous localizations of p1, ..., pn, if fs M) odw > ¢,
z1

E 4-41'n(

then there are M-definable predicates 1;(x;) such that ¢(aq,...,a,) > v whenever ¥;(a;) > 0
for each i, and fs,,,(M) i (x;) du; > 0 for each i.

e For each M-definable predicate ¢(x1,...,x,) and each € > 0, ¢ has the definable e-SEH with
respect to any continuous localizations of pu1,. .., u, (see Definition @)

Furthermore, if these hold, then the (g,0)-distal reqularity partitions can be chosen to be grid parti-
tions of size O(6~Y) for some constant C depending on ¢, e, i1, - - - thn -

Having explored Keisler measures in NIP metric structures, we turn to distality in Section
First we characterize distal metric theories in terms of Keisler measures:

Theorem 1.4 (Theorem [5.1)). The following are equivalent:
o The theory T is distal
o Fvery generically stable measure is smooth
o All pairs of generically stable measures are weakly orthogonal.

We then apply distality to the regularity results of Section[4] showing that the regularity lemmas
hold uniformly, getting a continuous logic version of the distal regularity lemma from [12]:

Theorem 1.5 (Theorem. Assume T is distal. For each definable predicate (a1, ..., Tn;y) and
e > 0, there exist predicates 1;(x;; 2;), which can be chosen to be either definable or constructible,
and a constant C such that if py € My, (M), ..., pn € M, (M) are such that for i < n, u,; is
generically stable, b € MY, and § > 0, the following all hold: The predicate T[]\, ¥i(xz;; 2;) defines a
(e, 0)-distal regularity grid partition for ¢(x1,...,x,;b) of size O(5~C).
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2 Keisler Measures in Metric Theories

In this section, we translate some of the theory of Keisler measures to continuous logic, building on
the definitions in [7], [4], and [9]. Throughout, T’ will be a complete metric theory, M will be metric
structure modelling T contained in a monster model I, and for any A C M, S, (A) will be the space
of types in variables x with parameters in A. For a general reference on metric structures, see [6].

Definition 2.1. A Keisler measure on S,(M) is a regular Borel probability measure on S, (M).
We denote the space of such measures M, (M).

It is noted in [9] that these are in bijection with Keisler functionals, that is, positive linear
functionals on C(S; (M), R) with || f|| = 1. We give the space M, (M) of Keisler measures the weak*
topology as positive linear functionals, the coarsest topology such that every definable predicate ¢(x)
with parameters in M, p+— |, S,.(M) ¢(x) du is continuous. This generalizes the compact Hausdorff
topology used for Keisler measures in classical logic in [19]. We also see that for every definable
predicate ¢(z) with parameters in M, as ¢(x) is the uniform limit of a sequence of formulas, pu —
/. S.(M) @(x) du is the uniform limit of a sequence of integrals of formulas, each of which is a continuous
function, and is thus continuous.

We now present continuous analogs for several key properties that global Keisler measures (mea-
sures in M, (U)) can have.

Definition 2.2. Let p be a global Keisler measure, and let A C U be a small set, and M < U a
small model.

o We say p is A-invariant when for any tuples a =4 b in UY, and any formula ¢(z;y) € L(A),
[ ¢(z;a)dp = [ ¢(x;b) du. Equivalently, any automorphism of U/ fixing A preserves p.

o If i1 is A-invariant, define the map Ff’A 1 Sy(A4) = [0,1] by FiA(p) = [ ¢(x;b)dp for b |= p.

o We say u is A-Borel definable when it is A-invariant and for all ¢(z;y) € L(A), the map F/iA
is Borel.

o We say p is A-definable when it is A-invariant and for all ¢(z;y) € L(A), the map Ff,A is
continuous (and thus a definable predicate).

o We say p is approximately realized in A when p is in the topological closure of the convex hull
of the Dirac measures at types of points in A. This corresponds to finite satisfiability.

e Keeping discrete notation, we call a definable, approximately realized measure dfs (for defin-
able, finitely satisfiable).

o We say p is finitely approzimated in M when for every o(z;y) € L(M) and every € > 0, there
exists a tuple (aq,...,a,) € (M*)™ which is a e-approximation for the family {¢(x;b) : b € UV}
with respect to . We abbreviate this property as fam.



e We say u is a frequency interpretation measure over M when for every ¢(x;y) € L(M),
there is a family of formulas (0,(x1,...,2,) : n € w) with parameters in M such that
limy, o0 ™ (0, (21, ..., 2,)) = 1, and for every ¢ > 0, for large enough n, any a € (U%)"
satisfying 6,,(a) is a e-approximation to ¢(z;y) with respect to u. We abbreviate this property
as fim.

e We say p is smooth over M when for every N with M < N, there exists a unique extension
[L/ S i)ﬁz(N) of /L|M.

Note that if p is A-invariant, then F| ;f 4 can also be defined for ¢(x;y) a definable predicate. Any
definable predicate is a uniform limit of formulas, so not only will F’ f 4 be well-defined, but it will be
the uniform limit of functions of the form Fw 4 where ¢ is a formula. Thus if 41 is A-Borel definable,

the function F¢ 4 will be Borel for ¢ a deﬁnable predicate, and if p is A-definable, F¢ 4 will be
continuous. Whlle we will often prove results for Borel definable measures for full generahty, we will
eventually show that in the NIP context, these are the same as invariant measures (see Lemma[2.7)).

We will need to be able to consider sequences which are indiscernible with respect to p in a
certain sense, for which we will need the following definitions.

Definition 2.3. Let Lg be an extension of the language £ to add a relation symbol E,(y) for each
restricted formula ¢ (x;y), with E,(y) having the same Lipschitz constant as .
If M is a model and pu € M, (M), let (M;pu) be the Lg-structure so that for all b € MY,

fs ¥(x;b) dp.

The metric structure (M;p) is valid because the integral of a C-Lipschitz function is also C-
Lipschitz. Then by density and the fact that uniform limits commute with integrals, for any £-
definable predicate 1(x; y), we can define a Lg-definable predicate E (y) interpreted as fs, (a) Y(x;y) dp.

Lemma 2.4 (Generalizes [29, Prop 7.5]). Let p € M, (U) be a global measure, (b; : i < w) an
indiscernible sequence. Let ¢(x;y) be a formula, and let 0 < s < r be such that

/ (6 b)) dp >
8. (U)

for all i < w. Then the partial type {P(x;b;) > s:i < w} is consistent.

Proof. We can use Ramsey and compactness to extract an Lg-indiscernible in an elementary exten-
sion of (M; u) satisfying the EM-type of (b; : i < w). In particular, for every formula ¥(x;y1, ..., yn)
(not just the restricted ones), fSw(M’) (3 biy,y ..., bin) du’ takes the same value for all 4; < --- <
in € N. Thus we can assume that the sequence (b; : i < w) was already indiscernible in this extended
language.

Assume for contradiction that {¢(x;b;) > s: 4 < w} is inconsistent. Thus for some N,

N .
min (p(x;0:)—s) =0
indentically, and in particular,
N .
/ min (¢(x;b;)—s) dp = 0.
Let N be the minimal such value, and let ¢t = me(M) minijif)l (qb(a:; bi)%s) dy’. Note that ¢ > 0, as
N-1 .
= / min (¢(z;b;)=s) dy' > / d(a;bo)dy’ —s=1r—15>0.
Sa (M)

Sx (M) =0



Then define

and observe that

2N-1 N

min(Yo(z), ¢1(x)) = min (p(x;bi)—s) < min (p(2;bi)—s) = 0,
so by indiscernibility, for all 7 < j, fsm(M) min(v;(z), 1 (x)) dp = 0. Thus for any i1 < -+ < iy,
max ¥, (z du=/ Vi, (z) dp
/suM) 1sjsm @ S (M) ; (

=mt

and for m > %, this gives fs (vr) TAX1 < <m Yy, (x) dp' > 1, a contradiction because maxi < j<, ¥, ()
is bounded above by 1. O

Definition 2.5. For any measure p € 9,(A), define S, (z) to be the partial type consisting of
all closed A-conditions with p-measure 1. We also define S(u) C S.(A) to be the set of all types
satisfying S, (), we call this the support of p.

Clearly the intersection of finitely many closed conditions in S, (x) has p-measure 1, so any finite
subtype of S, () is satisfiable.

Lemma 2.6. Assume that T is NIP. Let A C U be such that U is |A|T-saturated, let M, (U) be
an A-invariant measure, and p(x) € S(u). Then p is A-invariant, meaning that for any formula
o(z;y), and any b,b' € U with b=,V , (¢p(x;b) = ¢(x;V')) € p(x).

Proof. Let p(z) € S(u) and let ¢(x;y) be an A-formula. Then for any b =4 b/, by A-invariance,
fsm(u) o(x;b) dp = fsz(u) ¢(x;b") dp. Assume p(x) is not A-invariant. Then there exist b =4 V'
with (¢(z;0) = ¢(a;)) ¢ p(r). Then without loss of generality, there is some ¢ > 0 with
d(x;0) = ¢(x;0') + ¢ € p(z). Meanwhile, fsz(u) (x;b) du = fsz(u) d(z; V') dp. We will show that
Js, qu 18(@50) — d(a;0)| dp = 0.

Assume for contradiction that fSI @ |p(z;0)—p(x;0)| dp = € > 0. Then because b =4 b, we may
find an A-indiscernible sequence (b; : i < w) with by = b, by = b'. For all i, we have bg;ba; 11 =4 b,
and by invariance of u, fsz(u) |d(; b2;) — P(3b9i11)| dp = fsz(u) |p(z;b) — ¢p(z; V)| du = e. Thus
by Lemma the partial type {|¢(z;b2;) — ¢(x;b2i41)| > § i < w} is consistent. This contradicts
NIP. O

2.1 (Borel) Definable Measures and the Morley Product

Lemma 2.7. Let p € M, (U) be A-(Borel) definable, and let A C B C U. Then u is A-(Borel)
definable if and only if p is B-(Borel) definable. In particular, if either holds, p is C-(Borel) definable
whenever u is C-invariant.

Proof. The proof is essentially the same as the version for discrete logic (see [19, Proposition 2.22]
[I'7, Corollary 2.2]).

The map g 4 : Sp(B) — Sy (A) given by 75 a(p) = p|a is continuous, surjective, and closed[6]
Prop. 8.11], and F;(f,B = Ff,A omp,a. These properties of 7 4 imply that F;f,A is continuous/Borel
if and only if F;f’ 407TR, A is. Most of these implications are straightforward, but it is nontrivial that

F;f g being Borel implies F;f 4 1s as well. 0



Borel definable measures are important largely because they are the measures for which we can
define the Morley product of Keisler measures.

Definition 2.8. Given an A-Borel definable measure ;1 and a global measure v, let f,g, be the
Keisler functional defined by

fuonlas) = [ B i

where ¢(z;y) is a formula, and A’ contains A and the parameters of ¢. Let u®wv be the corresponding
Keisler measure, so that

[ swmdwsn = [ Bl
Sy (U) Sy (A7)
for all formulas ¢(x;y) with parameters in A’ D A.

First we check that this definition does not depend on the choice of A’. It is enough to see that
if A’ is enlarged to B D A’ that the value will not change. In this case, if 7 : Sy (B) — S, (A’) is the
projection map, then it is easy to see that |4/ is equal to the pushforward measure m.v|g. Also,
Ff’A, = Fj’A, om. Thus

/ F? 4 (y) dvla = / F? 4 (y)omdv|p = / FO (), v,
Sy(A) Sy (B) Sy (B)

This indeed defines a valid Keisler functional, as it is clearly linear and

fusw(1) = / F/})A dv|a = 1.
Sy(A)

It is also easy to see that if u is A-Borel definable and v is A-invariant, then p ® v is also A-
invariant. Also, we see that for any A such that p is A-Borel definable and the parameters of ¢(z;y)
are contained in A, the value of [ @) ?(@;y) d(p ® v) depends only on v|4.

y

Lemma 2.9 (Generalizing [15], Prop. 2.6]). If p € M (U), v € My (U), A € M. (U) are M-definable
measures, then p @ v is M-definable, and (LR V) @A =p® (¥ ® A).

Proof. First we will show that u® v is definable by showing that for all formulas ¢(x,y; z) € L(M),

the function Fjé:';’y;z) : S, (M) — [0,1] is continuous. We can see that

E?g;y;z) :/ o(x,y;2)d(p @ v) :/ </ o(z,y; 2) du> dv.
Sy (M) s, () \ /s, (a)

As p is definable, the function Fl’i(]@;y’z) = fo(M) ¢(x;y,2) du is continuous, and is thus a definable
predicate on (y, z). Thus as v is definable, fsy(M) (me(M') o(z,y; 2) du) dv is continuous as desired.

Now to verify associativity, it is enough to show that for all formulas ¢(z,y,2) € L(M),
Jo(z,y,2)d((p@v) @ N = [é(x,y,2)d(p ® (v ® X)). We can see this in the simple-looking



calculation

/ o(z,y,2) d((1 @ v) ® A) = / ( / o(z,y, 2) d(u®l/)> d\
Spyz(M) S (M) Sy (M)
:/ (/ (/ o(z,y, 2) d,u) du) d\
S.(M) Sy (M) Sy (M)
- / < / o(z,y, 2) du) d(v ® A)
Sy=(M) Sz (M)

_ /¢(x,y,2) d(p® (Ve N).

These equations are justified by the definition of the Morley product, together with the fact that
all the functions being integrated are continuous, and thus are definable predicates. This continuity
follows from the definability of p, v, p ® v. O

It will also be useful to generalize some of the behavior of continuous functions with respect to
Morley products of definable measures to characteristic functions of open sets.

Lemma 2.10 (Generalizing [I7, Prop. 2.17]). If u € M, (U) is A-definable, then for any open set
U C S3y(A), the function me(A) xu(z,y) du is itself Borel, and for any v € M, (U),

/ / XU(x,y)dudV=/ xv(z,y)dp@v = (p@v)U).
S,(4) J5.(4) Say(A)

Proof. Fix pn and U. Let F be the set of all continuous functions f : S;,(A) — [0, 1] such that
f < xu pointwise (in other words, the support of f is contained in U). The set F is a directed
partial order (with pointwise <), and thus the function f — | s S (z,y) dp with domain F is
an increabing net of continuous functions. We can show that the pointwise limit of this net is
fs XU x,y)dp. As for all functions f € F, fs (A)f x,y)du < fS (4) xu(z,y)du, and the net
is 1ncreasmg, it sufﬁces to show that for each ¢ € S,(A) with b F ¢ and each € > 0, there is some
f e F with f(q) > fs (4) xvu(z,b)du —e. Let C C S, (A) be a closed subset of the open fiber
Uy ={pe S.(A ) : (a,b) € U for a E p} with u(C) > u(Uy) —e. Let C" C Sgy(A) be the closed
set {tp(a,b/A) : tp(a/A) € C}. By Urysohn’s lemma, there is a continuous function f with support
contained in U with value 1 on all of C’. Thus f < xy(z,y), and

/ by du > u(C) > plU) — & = / xole,y)di <,
Sz (A) Sz (A)

so f is the function we desired.

By the monotone convergence theorem for nets (|26 Theorem IV.15]), the pointwise limit of
an increasing net of uniformly bounded continuous functions is Borel, and its integral relative to
a regular Borel measure such as v is the limit of the integrals of the functions in the net. Thus

fs ) Xu (2, y) dp is Borel, and fs fSI(A) XU(x,y)d,udu:limfe]:fSy(A) sz(A)f(x,y)dudy. By
the deﬁnltlon of the Morley product limfe}‘ fsy(A) me(A) f(z,y)dpdy = limser fsmy(A) fz,y)dp®
v, and once again using Urysohn’s lemma, it is straightforward to find f € F with [, Sy (A) flz,y)du®
v > (p@v)(U) — e for each &, so this limit is (u ® v)(U). ' O

2.2 Approximately Realizable Measures

We provide another characterization of approximately realized measures, which justifies the name:



Lemma 2.11. Let p € M, (U) be a global measure.
Then u is approximately realized in A if and only if the following holds:
For every predicate ¢(x) with parameters inU, if ¢(a) = 0 for alla € A®, then fsz(u) o(x)dp = 0.

Proof. First, we show that this holds for all approximately realized measures.

Assume ¢(z) is a predicate such that for all a € A%, ¢(a) = 0.

Let v be a convex combination of Dirac measures at types of points in A - specifically, let
Vv = 2?21 Aiba;, where 04, is the Dirac measure at the type realized by a; € A, and A\; > 0,
>, An=1. Then fsz(u) d(x)dv =30 Nid(a;) = 0.

We then recall that v — |, . U) ¢(x) dv is continuous, so as this continuous function takes the
value 0 everywhere in a set, it must take the value 0 everywhere in its closure - the set of approxi-
mately realized measures.

Now we will show that any measure with this property is approximately realized in A. Assume
1 is not approximately realized in A, and we will find some predicate ¢(x) such that ¢(a) = 0 for
all a € A%, but 0 < fsm(u) o(x) dp.

Because p is not approximately realized in A, i is contained in an open set that does not contain
any convex combinations of Dirac measures of types realized in A. We may assume that the open
set is basic - a finite intersection of sets of the form {v : r < fsz(u) ¢(z)dv < s} where r < s and
¢(x) is a formula with parameters. By potentially replacing ¢(z) with 1 — ¢(z), we may assume
that this set is an intersection of sets of the form {v : r < fsz(u) ¢(x) dv}, and by replacing ¢(z)
with ¢(x)—r, we can replace these with sets of the form {v : 0 < me w ¢(x) dv}. Thus assume there
are formulas ¢, ..., ¢, such that for each i, 0 < |, S @) @i(x) du, but for each convex combination v
of Dirac measures at types realized in A, [ S ) ¢i(z) dv = 0 for some i. We wish to show that for
some i, ¢;(a) = 0 for all a € A”. If not, then for each i, let a; € A” be such that ¢;(a;) > 0. Then
let v=21%"" 4, and note that fsw(u) ¢i(z)dv =L 3" ¢;(a;) > 0, a contradiction.

O

We also note that all approximately realized measures are invariant:

Lemma 2.12. The set of A-invariant measures is closed in M, (U), and all measures approximately
realized in A are A-invariant.

Proof. The set of A-invariant measures is

N {u:/s(u)fb(w;a)du—/s(u)aﬁ(x;a)du}

$(z;y),a=ab

. As for each predicate ¢(z;y) and each a € U, the function p fSw @) ¢(x;a)dp is continuous,
each set in this intersection is closed, so the intersection itself is.

The set of approximately realized measures is the topological closure of the convex hull of the
Dirac measures at types of points in A. It is clear that the type of a point in A is A-invariant, and
that a convex combination of A-invariant measures is A-invariant. This is thus the closure of a set of
A-invariant measures, which must then be contained in the closed set of A-invariant measures. [

The choice of model does not matter for defining approximately realized measures, as long as
they are invariant.

Lemma 2.13. Let pu be a measure approximately realized/dfs in A, and invariant over a small model
M. Then u is approzimately realized/dfs in M.

Proof. The result for dfs will follow from the result for approximate realization, as it holds for
definability by Lemma [2.7] Now assume p is approximately realized in A and M-invariant. Let N
be a measure extending A U M. Then clearly u is approximately realized in N. O



Approximately realized measures are also closed under Morley products:

Lemma 2.14. Let p € M, (U) and v € M, (U) be approzimately realized in A. Then p @ v is as
well.

Proof. Let us use the characterization from Lemma It suffices to show that for every predicate
¢(x;y) with parameters from U, if [g ) d(x;y)dp @ v > 0, then ¢(a;b) > 0 for some ab € A™Y.
zy

If fsmy(u) d(z;y)dpv = fsy(u) Fl‘f(y) dv > 0, then as v is approximately realized, there is some
b € AY such that F;f’(b) > 0. Thus sz @) ¢(x;b)dp > 0, so as p is approximately realized, there is
some a € A* with ¢(a;b) > 0. O

2.3 Extensions and Orthogonality

In order to understand extensions of Keisler measures to larger sets of parameters, let us focus on
the positive linear functional perspective, and apply a specialized version of Hahn-Banach.

First, we observe that for any model M, the space C(S,(M),R) is an ordered vector space, with
positive cone C' consisting of all f € C(S,(M),R) such that f(x) > 0 always. We can view it as an
ordered topological vector space by giving it the ,,-norm. Note that this means the interior points
of the positive cone C' are exactly the functions f such that inf,cg (ar) f(p) > 0. As the functions
in this space have a compact domain S, (M), these are all the strictly positive functions.

By the following fact, it is clear that every positive linear functional on C(S,(M),R), and thus
every Keisler functional, is continuous with respect to the f,.-norm.

Fact 2.15 ([27, Theorem 5.5]). Let E be an ordered topological vector space with positive cone C,
such that C' has nonempty interior. Then every positive linear form on E is continuous.

We can combine that conclusion with this fact, guaranteeing continuous positive extensions of
continuous positive linear functionals defined on subspaces.

Fact 2.16 ([27, Corollary 2 of Theorem 5.4]). Let E be an ordered topological vector space with
positive cone C, and suppose that V' is a vector subspace of E such that C NV contains an interior
point of C. Then every continuous, positive linear form on V' can be extended to E, preserving
continuity and positivity.

Corollary 2.17. Let V be a vector subspace of C(S(M),R), containing the constant functions, and
f:V = R a positive linear functional with f(1) = 1. Then f can be extended to a Keisler functional

Proof. We see that V contains an interior point of C', namely the constant function 1. Thus V, as a
subspace of C(S,(M),R), is an ordered topological vector space whose positive cone has nonempty
interior, so by Fact [2.I5] f is continuous. Thus also by Fact 2.16] f has an extension to all of
C(S5(M),R), which is positive, and is thus a Keisler functional, as f(1) = 1. O

Lemma 2.18. Let V be a vector subspace of C(S,(M),R), containing the constant functions, and
f 'V = R a positive linear functional with f(1) = 1. Let ¢(x) € C(S,(M),R). Then the set of
possible values f(¢) where f is a Keisler functional extending f is exactly the interval

su inf
wGV:5§¢f P yelilss

f(h)

Proof. First, we note that if f is a Keisler functional extension of f, then f (¢) must be in that
interval, because for any v € V : ¢ < ¢, we have f(¢) = f(¥) < f(¢), and similarly for any
Y eV 9= ¢, wehave f(v) = f(¥) = f(¢).
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Now fix r € [Sul%ev:wg¢> f),infyev.p>g f(l/))] Then we define f, on the vector subspace
V+Re by fo(0+ap) = f(0)+ar forall # € V and a € R. This is clearly an extension of fif ¢ & V,
and if ¢ € V, then our conditions already guarantee r = f(¢), so fy = f. It suffices to show that fy
is positive, as Corollary - will then guarantee that f extends to a Keisler functional, which has
F(6) = fs(9) =

To show that f¢ is positive, consider # € V and a € R such that 6 + a¢ is always nonnegative.
Then we must show that f(0 + ap) = f(0) + ar is always nonnegative. If a = 0, this is guaranteed
by the positivity of f. If a is positive, we need to check that » > —a~!f(#). This is true because for
each z, 0(x) + ap(x) > 0, so —a~0(z) < ¢(x). Thus f(—a"'0) < supyey.y<p f(1) < r. Similarly,
if a is negative, then f(—a=10) > infycv.p>e f(1) > 1, so f(0) +ar > 0. O

Our first application of Lemma [2.18]is extending Keisler measures to larger parameter sets.

Corollary 2.19. Let M C N be models, let u € M, (M), and let ¢(x) be an N-definable predicate.
Then for r € [0,1], there is a Keisler measure v € M, (N) extending p such that ¢(x) = r if and
only if

w§$§p¢f(¢) <r< w}££¢f(¢)

where the sup and inf are over M -definable predicates ¥(x).
Proof. This follows from Lemma applied to the image of C(S;(M),R) within C(S;(N),R). O

Our second will be an application to product measures, which will require generalizing a few
more basic definitions to continuous logic.

Definition 2.20. Let z1,...,xz, be variable tuples, with z = (z1,...,2z,). If u; € M,, (M) is a
family of Keisler measures, then we use the notation pu; X -+ X pu, to denote the partial Keisler
“measure” (actually a functional) defined by

/S an sz z:3b dﬂ'l X - H/S xu d,ui

=1

whenever v;(z;;y) are formulae (or definable predicates) and b € MY.

A measure p € M, (M) is a product measure of pu; € M,, (M) when it extends pg X -+ X fiy,.
The measures p; € M,, (M) are weakly orthogonal when they have a unique product measure. If
M = U, we say that they are orthogonal.

Note that unlike with types, if p1 € My, (M) is a measure, and p|,, (|, are the restrictions to the
appropriate variables, then p need not be a product measure of p|, and pu,.

Corollary 2.21. Let x1,...,x, be variable tuples, and let p; € M,, (M) for each i. The measures
wi are weakly orthogonal if and only if for every M -definable predicate ¢(x1,...,x,) and everye > 0,
there exist M-definable predicates ¥~ (x1,...,x,), Y (x1,..., 1), where vF(x1,...,z,) are each of
the form >0 TTi—, 075 (), such that

o Forall (x1,...,%n), ¥ (T1,--,@n) < A1, 20) <Y (21,...,20).
anWT —97)dw <e.

Proof. First, we assume the measures are weakly orthogonal. Let x = z;...x,. Then consider
the vector subspace V of C(S;(M),R) spanned by products []}_, ¢;(z;) where each v;(z;) €
C(Sy,(M),R). Define a positive linear functional f on V so that

/ (ku) H / () dus.

e For any product measure w of p1, ..., fn, fs

T]... Ty
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Any positive linear extension of this to C(S,(M),R) gives rise to a product measure in 9, (M), but
we know that this is unique.

Fix ¢(z) and € > 0. By Lemma and the uniqueness of the extension of f, we know that
[supwev:w§¢ f(W) =infypev.yp>e f(w)], so choose ¥~ (), (z) € V such that ¥~ (z) < ¢(z) <
(@) and f(pt =) e Then fo 0 (0F =¥ ) dw = f(uF —y7) <.

Now assume that the result holds, and we will show the measures are weakly orthogonal. If
wi,ws € M, (M) are measures extending pg X - -+ X py,, and ¢(x1,...,x,) is a definable predicate,

+ + _ +
then for every e > 0, we may find )= as above. We see that fol...mn (M) Y+ dw = mel...zn (M) P+ dws,
so the integrals fol,.,zn(M) ¢ dw; for j = 1,2 must lie in the interval

/ v dor, [ v doo

Sy o (M) Suy. on (M)
of width at most . Thus fszl...zn(M)d)dwl = szl.,.zn(M)d)de’ and the measures are weakly
orthogonal. 0

We will show that weak orthogonality is preserved under localization to a positive-measure Borel
set or positive-integral function. Let u € M, (M) be a Keisler measure, and let ¢ : S, (M) — [0,1]
be Borel with fS,.(M) ¢(x) dpp > 0. Then the localization pg € M, (M) is the measure given by

_ fSE(M) d(x)Y(z) dp
/SI(M)W) dpg = Toom d@

If ¢ is the characteristic function of a Borel set X C S, (M), we may also call the localization px.

Lemma 2.22. Let p; € M, (M) for 1 < i < n be weakly orthogonal, and 0; : S.,(M) — [0,1] be
Borel with sz.(M) 0;(x;) dp; > 0. Then the measures (u;)g, are weakly orthogonal also.

Proof. For readability, let A; = fs () 0;(z;) dp; for 1 <i <n, and let A =[]\_, A;. Let w be the

unique extension of i1 X« -+ X fiy,. If@(xl, x,) = [, 0;(z;), then wy extends (p11), X+ - - X (1100,
Suppose that v also extends (11)e, (,un) 0,,- Then we define a measure v’ on any M-definable
predicate ¢(x1,...,2,) by

/ A1, ) dV
Szl...mn(M)

:A/ ¢(z1,...,xn)dy+/ d(x1,. . xn) (L= 0(zq,...,2,)) dw.
Say..an (M) Say..an (M)

If for 1 <i <mn, ¥;(x;) is an M-definable predicate, then

/S [Tt

T1.--Tp M)’L 1

:A/S le ;) dv/ +/s,1 o (f[ le ;) > duw

wy.an (M) ;1 i=1

ool
:A d zdz Zdz
|G AR LIRS | AT | f AR E

n

[T vi:) dus,

i=1
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so V' extends 1 X -+ X pp, and thus equals w.
Thus for any ¢,

A/ qb(xl,...,a:n)duz/ Oz, x0)0(z1,. .., 2,) dw,
Suy o (M) Suy.on (M)

S0 v = wp, showing the uniqueness of extensions of (u1)g, X -+ X (fn)g, and weak orthogonality of
the localizations. O

2.4 Smooth Measures

In this subsection, we will update to the continuous setting several results about smooth measures
that do not require NIP, and then the important result that in an NIP theory, all measures over
models have smooth extensions.

The most important characterization of smooth measures is the following lemma, analogous to
[29, Lemma 7.8]. This result was already known by James Hanson, but we provide a proof here for
completeness.

Lemma 2.23. Let p € M, (U) be a global measure. Then w is smooth over M if and only if for
every definable predicate ¢(x;y) with parameters in M, and € > 0, there are open conditions U;(y)
and definable predicates ¥ (z),; (x) with parameters in M fori=1,...,n such that

o Ui(y),...,Un(y) cover S, (M)

o For alll <i<n, if EU;(b), then Va,v; (z) < ¢(x;b) < ¥ (z).

o Foralll<i<n, [g Wi (x) =7 (z)dp<e.
Proof. Assume that p satisfies these requirements, and fix an M-definable predicate ¢(z;y). We
will show that for all b € UY, the value of fsz(u) o(x;b) dv = fs,(u) &(x;b) du is determined for all

global measures v extending p|ps. Specifically, for every e > 0, we show that | |, . ) o(x;b) dv —
fsm(u) #(z;b) dp| < e. There must be some i such that = U;(b). Thus ¢ (z) < ¢(x;b) < ¥ (z), so

/ w;(x)deS/ ¢(x;b)d1/§/ W7 (@) dular,
Sz (M) Sz (U) Se (M)

and [g @) @(x;b) du lies in that same interval of width at most e. Thus their difference is at most e.
Now assume that u is smooth over M. For every b € UY, we will find 7, ,1/1; such that
Va, i, (x) < ¢(z;b) < w;r(x), and fsw(u) w;'(x) — b, dp < e. We will then apply compactness.
By smoothness, for any global extension v of u|ys, the integral me W) ¢(x;b) dv has the same
value, namely [¢ @ P(a;d)dv = [g w ¢(xz;b) dp. Thus by Corollary , we must have

sup / () dpulas = / (a;b)dp= inf / () dptlas,
Pp<p J S, (M) Sa (U) Y20 Jg, (M)

where as above, 1(z) ranges over M-definable predicates. Thus there exist 1, (z) and ;" (z) with
Yy () < p(x;0) < ¢2_(1‘) and fSI(Z/{) ¢(x;b) dp — st(M) Yy, (x)dp < 5 and fSI(M) 7,/};_(%) dp —
fsx(u) ¢(x;0) dp < 5. Thus fSI(M) U (@) dp — fSI(M) Yy, () dp < € as desired.

For the compactness argument, it will be simpler to assume that ¢(x;y) only takes values in the
open interval (0,1). We will prove the result for those ¢ first, and then make a correction for all ¢.
For any b € UY, by adding a very small amount to 1/);' (x) and 1, (x), we can guarantee that at every

point ¥, (z) < ¢(z;b) < ¥ (x), while still ensuring that fo(M) VU (@) dp — sz(IVI) Y, (x)dp < e.
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By the compactness of S;(M), there is some § > 0 such that inf,eg, (ar) ¥y (z) — ¢(2;b) > & and
infoeg, (ar) @(x;0) — b, () > . Thus there is an open subset Uy(y) of S, (M), containing the type
of b, defined by inf,cg_ () w:(x) — ¢(xsy) > 6 and inf,cg (ar) P(z5y) — 2y, () > 6, such that
¥y, (z) < d(z;y) < ¥y (z) at every point satisfying Uy (y). Let Ui (y), ..., U, (y) be a finite subcover
of these, with U;(y) = Uy, (y). Then taking o (z) = z/)i(x), we have the desired result.

Now for the correction. If ¢(x;y) is any M-definable predicate possibly taking the values 0 or
1, we apply the result to the predicate ¢(x;y) = %(b(l’;y) , whose range is bounded to [i, %],
finding open conditions U;(y) and definable predicates w;r (z ),wf ,( ) with parameters in M for
i=1,...,n such that

e Ui(y),...,Upn(y) cover S, (M)
o Forall 1 <i<n, if £ Ui(bh), then Vo, v (x) < ¢/(;0) < 977 (2).
o Forall 1<i<n fg,q 0 (@) =0 du<s.

By taking ¢ (z) = min(max(?@bii/(x) - % 0),1), we find that for all 1 < ¢ < n, if £ U;(b), then

Va, ;7 (z) < ¢(x;b) < 9 (2), and fs,(u) V(@) — oy du < e.
O

In the analogous characterization from discrete logic, the conditions Ui (y),...,U,(y) can be
chosen to be disjoint. By taking Boolean combinations, we can enforce disjointness and end up with
a Borel partition. In other applications, it will be more convenient to replace the open cover with a
partition of unity using [2, Fact [3.5]. Using that fact, we can choose the open conditions U;(y) to
each be the support of some w;(y), with Yy, uy(y) + -+ + un(y) = 1.

This allows us to characterize smooth measures in terms of weak orthogonality.

Lemma 2.24. Let u € M, (U) be a global measure, and let M C U be small. The following are
equivalent:

® 1 is smooth over M
o s is weakly orthogonal to all types p(y) € Sy (M)
o [|nr s weakly orthogonal to all measures v(y) € M, (M).

Proof. Clearly if p|ys is weakly orthogonal to all measures over M, then it is weakly orthogonal to
all types over M.

Assume that u|p is weakly orthogonal to all types p(y) € S,(M). Then fix a formula ¢(x;y),
and b € UY. As p|a is weakly orthogonal to tp(b/M), there is a unique measure w € My, (M)
extending p|pr X tp(b/M), so for any u' extending u|ps and ¢ E tp(b/M), the measure A € M, (M)
given by fswy(M) d(x;y) d\ = fsw(u) #(x;b) dy’ equals w, so me @ ¢(x;b) dy/ is uniquely determined,
from which we can conclude that p is smooth over M.

Now assume that p is smooth over M, and let v € M, (M) be another measure. We will show
that p|p is weakly orthogonal to v. Let A € 9, (M) extend plp x v and fix an M-definable
predicate ¢(z;y) and € > 0. Let u;(y),¥; (x),9; (x) for 1 <i < n be definable predicates as given
by Lemma [2:23] with the w;s forming a partition of unity as in the remarks following that lemma.
Then we see that Va,Vy, > i 7 (2)ui(y) < ¢(x;y) < Sor 7 (x)u;(y). These bounds together
with the separated amalgam property tell us that

/Swy(u) xyd)\<2/ 2)u(y) d\ = Z/ Wi (x du|M/
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and that

M:

du\M/ y) dv </ p(z;y) dA.
Sa (u Say(U)

z;y) dA in an interval not dependlng on A, of width

deZ/ du\M/ y)dv <,

which determines |, Sy U) ¢(x;y) dX\ uniquely as € was arbitrary. O

1

—~ s

This places sz w @

SRR
Sz (U) S()

Y

Corollary 2.25 (Generalizes |21, Corollary 2.5]). Let p € M, (U) be smooth over a model M, and
let v € M, (U) be Borel-definable over M. Then p@v =v ® p.

Proof. Both p ® v and v ® u are separated amalgams of p and v, thus by Lemma [2.24] they are
equal. O

Smooth measures are also preserved under localization to a positive-measure Borel set or positive-
integral function.

Corollary 2.26. Let p € M, (U) be a smooth measure and let 0 : Sy(M) — [0,1] be Borel with
me(M) 0(x)dp > 0. Then the measures pg is weakly orthogonal also.

Proof. By Lemma [2.24] i is smooth if and only if it is weakly orthogonal to all global types, and by
Lemma e is also weakly orthogonal to all global types. O

Lemma 2.27 (Generalizes [29, Lemma 7.17(1)]). Let p € M, (U) be a global measure smooth over
M. Then p is dfs over M.

Proof. First we show that u is approximately realized in M. By Lemma [2.11} it suffices to show that
for any ¢(x;b), if fsw(u) @(x;b) du > 0, then for some a € M*, ¢(a;b) > 0. Assume fsz(u) ¢(x;b) dp >
e > 0. Then by Lemma[2.23] there are 1)~ (z),%* (z) such that Yz, (z) < ¢(2;b) < ¢* (), and
fsm(u) i (x) — ;7 du < e. Thus

s</ ¢(x;b>dus/ wjdu</ G dute,
S () Sa () S, ()

so ¥~ (z) must take a positive value at some a € U*. By elementary equivalence, it must also take
a positive value at some a’ € Y*, where we have 0 < ¢~ (a’) < ¢(a’; b).

Now we show that p is definable over M. Specifically, we fix ¢(z;y), and wish to show that F ;f A
is continuous, by showing that if r < s, the set {p € Sy(A) : r < F;f’A(p) < s} is open. Let p € Sy(A)
be such that 7 < F?(u, A)(p) < s, and let b F p. Fix 0 < ¢ < min(s — F?(u, A)(p), F¢(u, A)(p) —r).
By Lemma there is an open condition U(y) such that E U(b), and ¥~ (z),% " (x) such that
Js,(ay ¥ (@) =¥~ (2) du < € and for all b’ with F U(V'), Va, Pi(x) < ¢(z;b) < 1/)+( ) We will show
that for all ¢ € S,(A) in the open neighborhood defined by U(y), r < F?(u, A)(q) <

We have F¢(M,A)(p) = fsz(u) ¢(x;b) dp, so

r<F¢<u,A><p>—ss/

Sz (U)
Now let ¢ € S,(A) in the open neighborhood defined by U(y), and let b’ F ¢g. Then E U(Y'), and

thus
r< / Y (2)dp < / P(x;b") dp < / ot (x)du < s,
S.(U) S.(U) 5. (U)

S0 FO(u, A)(q) = [, gy S ¥) dpr s in (1, s). O

U (@) dyp < F?(, A)(p) < /S(u)w(mmusww,Apoe<s.
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Now we note that the choice of small model is not critical when defining smoothness.

Lemma 2.28. [Generalizing [29, Lemma 7.17]] Let 1 € M, (U) be smooth over M, and invariant
over another small model N. Then p is smooth over N also.

Proof. We may assume that N < M, as otherwise we may replace M with an elementary extension
of N containing M U N.

Fix € > 0, an N-definable predicate ¢(x;y), and p € Sy(M). Then by smoothness, p|p and p
are weakly orthogonal, so there exist definable predicates ¥~ (x,y, 2), ¢ " (z,y, 2), where ¥*(x,y, 2)
are each of the form Z;":l %(m)@i(y)@i(z), and some ¢ € M# such that for all a,b € M?,
P (a,b,¢c) < ¢(a,b) < (a,b,c) and for all b satisfying p, fsw(M)(¢+(I; b) — ¥~ (z;0)) dp < e.

Then c satisfies inf, , (v~ (z,y,2)—¢(z,y)) < € and inf, ,(¢(x,y)— " (x,y,2)) < &, both open
conditions in z which have parameters only in V.

As p is definable over M and invariant over N, it is also definable over N, so it is also an open
condition with parameters in N that F;f;r\, (pln,2) — F;ﬁN(p|N, z) < e, and this open condition also
applies to c.

The conjunction of all of these open conditions is an open condition, so as such a c realizes it in
M, there is some ¢ realizing it in N. Thus letting x~(x,y,c) = ¥~ (z,9,c) — e and x*(z,y,¢') =
1 (z,y,d) + €, we see that for all a € N*, x~(a,b, ") < ¢(a,b) < x*(a,b,c'), while F,fjv(mNaCI) —

FZ(;V (p|n, ) < 3e, showing that u|x and p|y are weakly orthogonal, so by the generality of p, u is

smooth over N. O

Lemma 2.29 (Generalizes [16, Corollary 1.3]). Let p € M, (U) and v € M, (U) be smooth over a
model M, Then p ® v is smooth over M.

Proof. Tt suffices to show that if Ay = (u ® v)|ar, then A = p @ v. As (u ® v)|n is a separated
amalgam of p, v and p and v are smooth, by Lemma it suffices to show that A is as well.
Let ¢(z),v(y) be formulas (with parameters), and fix ¢ > 0. We will show that

B r v T » 2
/Szy(u) Bla)(y) dX /W) o )du/sy(u)w(y)d < (/SM o )du+/sy(u)¢(y)d )e+e ,

which will show that A is a separated amalgam, as ¢ is arbitrary. By Lemma there are formulas
0~ (x),07(x), x™ (y),xT (y) with parameters from M such that

o Vz,0 (z) < ¢(x) <01 (x)
o Vy,x (y) <¥(y) < xt(y)
o [s.qn0 (@) —0"(x)dp<e

¢ fsy(w xT(y) —x (y)dv <e.

We will explicitly prove the upper bound on [ ) o(x)(y) dA, the lower bound will follow by the
same logic. Using the fact that A\|p; = (u ® v)|am, we see that

/ H(x)(y) dA < / 0% (2)x* () dA
Szy(U)

Sy (U)

= / 0% (z)x " () d(p @ v)
Say(U)

- / 0% (a) dp / X" (y) dv.
S. ) S,@)

We now note that fsz(u) 0+ (x)du < [ @) @(@) dp+e and fsy @ xT(y)dv < fsy(u) Y(y) dv+e, and
these inequalities give us the desired upper bound. O

16



We now assume NIP, and see that every Keisler measure over a model admits a smooth extension.

Lemma 2.30 (Generalizes [29, Prop 7.9]). Every Keisler measure p € M, (M) over a small model
M admits a smooth extension over some M < N.

Proof. Assume for contradiction that p has no smooth extensions. Then we inductively build a
chain of extensions of measures indexed by the ordinal |£|T.

That is, we will construct ((May, po) : @ < |L£]7), with (Mo, o) = (M, ) and for each o < f3,
M, C Mg and po = p1g|nm, . At limit stages, we can take a union of the models and the measures, so
we can just define the successor steps. Let (Mg, o) be defined. As p,, extends p, it is not smooth,
so let put, u~ be two distinct global extensions of p,. As they are distinct, there is some formula
b (T;bo) With ¢ € Fyy such that fsz(u) bo(T3bo) du™ > fsz(u) Ga(m;be) du™ +&4 for some g4 > 0.
We let M, 11 be a model containing M, and b,, and let pio41 = (% (ut + ,u*)) |a1..,- We then see
that for any ¢(x) with parameters in Mo, as [, 0(2)dp™ = [, 0(x)dp~,

/ 16(2) — du(:bo)| du™ + / 16(2) — b (:bo)| di™
S, (W)

S (U)

>

_|_

/ 0(1') _¢a($§ba) d:qu
Sz (U)

/ 9(1') _¢(x(x§ba)d:u7
Sz (U)

>

/ ¢>a($; ba)du+ - / qba(x;ba)d/f&_
S (U)

Sz (U)
>Eq-

Thus either fsw(u) 0(z) — da(;b0)| dut > S or fsw(u) 0(2) — da(;b0)| du™ > S, so

Ca
[ 10— bt dpo = 52
Se(Ma+1)

We may assume that each ¢, is rational. Then by an infinite pigeonhole principle, and the fact
that there are at most |£| choices of (¢qa,q), We can restrict to a subsequence of the same length
such that ¢, and e, are constant. We call these constant values simply ¢ and €. Thus if we let M’
be the union of all the models and p’ be the union of all the measures in our new sequence, have an
infinite sequence (b, : @ < |£|") such that for all a < §3,

/ |o(z;ba) — @(z; bg)| d,u,/ >e.
S, (M)

Now using the same Ramsey and compactness argument as in the proof of Lemma[2.4] we extract
an Lg-indiscernible sequence with the same EM-type as (b, : a < |£|*). Call this indiscernible
(V) 21 <w), and let (M*;p*) be an elementary extension of (M’; y') containing it.

Then in particular, for all i < w,

[ 16ith) — ot b i 2 =
So (M*)

so by Lemma the partial type {|¢(x; by;) — d(x;05,,1)| > § 1 < w} is consistent. As (b] : i < w)
is indiscernible, this contradicts NIP. O

We can now use smooth extensions to prove that the Morley product is associative in an NIP
context.
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Lemma 2.31. Assume T is NIP. Let pn € M, (U), v € My (U),\ € M.(U) be M-Borel definable,
with u @ v also M -Borel definable. Then (L@ v)@A=p® (V@ N).

Proof. The proof in [I6, Section 3.1] suffices, as we have proven all of the ingredients of that proof
still hold in the case of metric structures. Specifically, it only requires the following tools,

e associativity of the Morley product for smooth (or just definable) measures (Lemma

e the existence of smooth extensions (Lemma [2.30))

the fact that the Morley product of smooth measures is smooth (Lemma [2.29))

the fact that if p is A-invariant, (u ® v)|4 depends only on v|4

all of which we have established in continuous logic. O

3 Generically Stable Measures

In this section, we will obtain a continuous version of [21l Theorem 3.2], which characterize gener-
ically stable measures in NIP theories. We will prove the following properties are equivalent, and
we will call any measure satisfying them generically stable. We then show how to find generically
stable measures in metric structures using ultraproducts or averaging indiscernible segments.

Theorem 3.1. Assume T is NIP. For any small model M C U, if p is a global M -invariant measure,
the following are equivalent:

(i) w is fim over M
(i) w is fam over M
(i43) W is dfs over M

(i) p(x) ® ply) = ply) © p(@)
(v) N (zo,21,...)|um is totally indiscernible.

Once we have this equivalence, we can see that by Lemma [2.27] smooth measures are generically
stable in NIP.
Several of these implications follow without the NIP assumption:

Lemma 3.2. For any small model M C U, if p is a global M -invariant measure, then each property
implies the next:

(i) w is fim over M
(i) p is fam over M
(i43) w is dfs over M
Proof. (i) = (ii) follows by definition.

(i) = (iii): assume p is fam over M. First we check that p is approximately realized in M,
which will imply that g is M-invariant. Fix e > 0 and ¢(z;b) such that [ ¢(x)dp < e. As p is fam,
there exists some 1 (e — [ ¢(z;b) dp)-approximation (a1, ..., a,) € (M®)" for ¢(z;b) with respect to
p. Thus [Av(ay,...,an; ¢(z;b)) — [ d(z;b)dp)| < 3(e — [ ¢(z)dp), from which we conclude that
Av(ai,...,an;é(x;b)) < e. This means that for at least one a;, F ¢(a;;b) < e.

Now we check definability. Fix ¢(z;y) € L. Then for each € > 0, there is a tuple a such
that |F5’M(y) - Fiv(&) v@)| < e for all y. Thus if (a, : n € w) is a sequence of tuples with
|FjM(y) - sz(an),M(yN < 27", then lim,_, Fva(an),M(y) = Ff’M(y) is a uniform limit of contin-
uous functions, which is thus continuous. O
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For the rest of this subsection, we will assume T is NIP.
The following lemma shows that if x is dfs over M, then u commutes with itself.

Lemma 3.3 (Generalizing [29, Prop. 2.26]). Let p € M, (U),v € M, (U), with p M-definable and
v approzimately realized in M. Then p @ v =v ® u.

Proof. We take the general approach to this from [I7].
First, we assume that v is the Dirac measure of a type realized by some tuple b in M. Then we
see that for any ¢(x;y), F? () = ¢(x;b), so

iy)d = F2(y)d
/Sxy(u)cb(x,y) pev / i (y)dv

5, @)
=F7(b)

= / ¢(x;b) dp
Sa (W)

= / P(z;y)dv @ p
Say(U)

Then we see that if we take a convex combination of measures that commute with u, they will also
commute with v, as convex combinations commute with integration. Thus v is the limit of a net of
measures that commute with p, call these (v; : ¢ € I) for a directed set I.

Now let ¢(x;y) be a formula with parameters. By enlarging M if necessary, we may assume that
M contains all the parameters of ¢, as p will still be M-definable and v still approximately realized
in M. By Lemma let i be a global smooth extension of u|ys. We now see that

[ swpduov=tm [ smpduen
Say (U) (%)

=lim P(z;y) dv; @ p
el Sy (U)

=lim o(z;y) dv; @ fu
el Sy (U)

=lim o(z;y) dit @ v
€l S5,y )

=/ $(a;y) di® v
Say(U)

=/ d(zsy) dv ® f

Sy (U)

= / P(x;y) dv @ p.
Sy (U)

The first and fifth equations are justified by the fact that for any definable y’, the map v/ —
fswy(u) é(x;y) dp’ @ V' is continuous. This is true as fsxy(u) oz y)dp' @V = fsy(u) Ff, dv', and by
the definition of the topology of 9, (U), the integral of a continuous predicate is continuous as a
function on the space of measures.

The third and seventh equations are justified by the fact that for any A-invariant u, v, (v ®@u')| 4
only depends on pi/|4. The second follows from our observation that the ;s commute with p, and
the fourth and sixth follow from Corollary O

The total indiscernibility of u(*)(zq,z1,2s,...) follows from the associativity of the Morley
product in NIP combined with Lemma [3.3]
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We now work towards showing that the indiscernibility of 1) (xq, 21,22, ...) implies fim, fol-
lowing [2I, Theorem 3.2]. We will assume that p is a measure such that pu(“)(zg, 21, 29,...) is
well-defined. That is, we can recursively define ,u(”)(xo,xl,...,a:n_l), and each time it will be
M-Borel definable. At the moment, we know that this is true if p is M-definable.

For the following lemmas, we will need some more notation, following [29] Section 7.5]. If ¢(z;y)
is a formula and n € N, define the formula

f(@,7) = sup|Av(zy, ..., 2n; $(w3y)) — Av(al, ... 273 6(z39))].
Y

Lemma 3.4 (Generalizes [29, Lemma 7.24]). Let ¢(xz;y) be a formula. Then for any n, any Keisler
measure ju € My (M) with > totally indiscernible, and any e > 0,

) B ne?
pCm (f2(2,7') > €) < ANy(oy).e4(n) exp (_32) '

Proof. Let R = {—1,1}". We claim that

n - 1
pP (f0(z2,7) > ) < < ot Z,u ({x sgpﬁ

cER

n

> oid(xiy)

i=1

By definition, we have

- 1
u®(f2(z,7) > ) = p (Sup -

Y

and by symmetry, this equals

Z fi2n (sup

g€ER

7271 Z ,U/Zn (Sup

o€ER

<z Z in (sup

ocER

d(xi;y) — d(2is9))| >

€>

d(ziyy — or sup

where in the last inequality we use symmetry and a union bound, proving the claim.
For any vector ¢ € [0,1]", and 6 > 0, let R(¢, ) be the set of vectors o € R such that L|o ¢ > é.
For each a € (M®)", let ¢(asy) = (¢(a1;y), ..., d(an;y)). We will bound |, R(¢(a;y), 5)|. If we

show that this is at most 2”71 - ANy(y.y) 2/a(n) ex ( ) ) then the lemma follows.

We first observe that for d, " and vectors ¢, & € [0,1]", if |¢—¢' | < &, then R(¢,d) C R(&,5—0").
To see this, let o € R(c,d), that is, %|a ¢l >0, s0

(3 )

Lol > (o el ~lo- (e~ ) 20 le— o > 5 5.
n

For any given a € X", there exists a set C' C [0,1]"™ of size Ny(4;y),c/4(n) such that for every
b € UY, there is ¢ € C™ such that |¢(a;b) — ¢lo < §, and thus R(¢(a;b), 5) € R(c, 7). Thus
Ubeu'y R( (a b)? 2) C UcEC ( ) and

U R(e(

beuy

< e[ (5 7)| < Nt s (= )|
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(E, §)| probabilistically. If ¢ is chosen uni-
formly at random from R, then this is Po[1|o-¢] > £]. Aso-c =", 0¢; is the sum of n independent

random variables of mean 0 supported on [—--, =], we can apply Hoeffding’s inequality to find that

Po[ilo-¢l > £] < 2eXP( ) Thus | Upeyw R(D(@50), 5) < 2" Np(aiy),e/4(n) (Qexp (_%))’ i
O

desired.

Lemma 3.5 (See [29, Proposition 7.26]). Let o(z;y) be a formula. Let any n, € > 0 be such that
n> 52 and Ny /12(n )exp( ) <z

Then for any Keisler measure p € zmx( ) with u®™ |y totally indiscernible, there is a formula
On.e(z1,...,2,) with parameters in M such that

o Anya € (U™)" satisfying O,,.(a) = 0 is a e-approzimation to ¢(x;y) with respect to .
L4 M(n)(en,s(xla ce 7xn)> > 1- 8N¢(m;y),s/12(n) €xXp ( %66 )

Proof. Let 0, (z1,...,%n,},...,27) = fO(z1,. 0, T,

£
75

Then by Lemma M(Qn)(% ) > 1= 4Nz ,c/12(n)exp ( 62) Thus there exists @’ € (U”)"
>

such that u™ (0], (21, .., ;@) > 1=4Ny (g - /12(n)exp ( ) 3. Thenlet 0, . = 0, (z;d).

It now suffices to show that for all a satisfying Onvg(a,a) =0, and any b € UY, a is a e-
approximation to ¢(x;b) with respect to u. Fix b, and let (,(x1,...,2,) = |Av(z1,...,2pn) —
€

E,[¢(x;b)]|-5. By the weak law of large numbers, as the functions qb(x“ b) are [0, 1]- valued iid.
random variables with respect to p, (™ (¢, = 0) > 1— m =1- 4n52
1™ (G) > 5. As ™ (0, = 0) > 1 also, u(™ (6, A, = 0) > 0, so let @* be such that £ 0, .(a*) = 0
and ¢, (a*) = 0. Thus |Av(@’) — E,[¢(z;b)]| < [Av(a) — Av(a*)|+ |Av(a*) — E,[¢(z; b)]| < 2. Thus
if @ is such that F 0, _(a;a’) = 0, we also have [Av(a) — E,[¢(x;0)]| < e. O

Thus asn > 5 2, we have

Theorem 3.6 (Generalizes [29] Proposition 7.26], [, Lemma 3.3]). Any Keisler measure u € M, (U)
with )|y totally indiscernible is fim over M.

Proof. Let ¢(x;y) be a formula. By [2] Lemma [4.12], for all ¢ > 0, there exist C,k such that
Np(ziy),e/12(n) < Cn* for all n > 2. Thus we have

2 2
Hm Ny (s, /12(n)exp <_7§6> < lim nFexp (_ns ) =0.

n—00 n—00 96

Thus for each m € N, we can let n,, € N be such that n,, > %m2 and nkexp ( 96m2) < gm

Then for each n € N, let 0, (21,...,2,) = 0p1/m, (T1,...,2,), Where m, € N is the greatest
natural number such that n,, < n. Then by Lemma any a € (U*)" satisfying 0, 1/m, (@) = 0
is a m%}—approximation to ¢(x;y) with respect to u, and

96m2 Mp

n 1
P On (@1, 20)) 21— 8N(asy) 1 /(2m,) () exp <— ) >1-—.

Now it suffices to show that lim,,_,,, m, = oco. This is true as for each m, if n > n,,, then
my, > m. O

Corollary 3.7. If ve./12(o(z;y)) < d, and p € M (U) is such that p )| 5y is totally indiscernible,
then ¢(x;y) admits a e-approximation of size at most O(Ei2 In g) with respect to p.

21



Proof. Tt suffices to find n such that n > % and Ny (z.y),c/12(n)exp (—"9—%2) < %. Then by Lemma

3.5, there is a positive-measure (with respect to p(™) set of e-approximations of size n to ¢(z;¥)
with respect to u. ,
Let C be the constant depending on d, e such that Nd)(z;y),s/lZ(n) < pChnn = C"n aecording

to [2, Fact [2.18]. O
Lemma 3.8. If u € M, (U) is dfs over M, then it is fim over M.

Proof. Let pu be dfs. We know by Lemma that p(x) @ pu(y) = p(y) @ p(z). By definability of
1 and Lemma we know that p“)(zg, ..., x,_1)|a is well-defined, and by commutativity, it is
totally indiscernible. Thus by Theorem  is fim over M. O

In particular, smooth measures are fim, so any measure admits a fim extension, from which we
can show that every measure is locally approximated by types in its support.

Lemma 3.9. Let u € M, (M) be a Keisler measure, ¢(x;y) a definable predicate, € > 0.
There are types p1,...,pn € S() such that for every b € MY,

/ $(x;b) dpu — Av(pr, ..., (w3 b))| < e
S (M)

Proof. Let v € M, (N) be a fim extension of p, with M < N. Then for every ¢(z;y), there is
some closed N-condition §(z1, ..., 2,) with v (0(z1,...,2,)) > 1, such that any (ai,...,a,) with
Ef(ai,...,a,) is a e-approximation to ¢(x;y) with respect to p.

We claim that there are some aq, . . ., a,, such that for each i, tp(a; /M) € S(u) and E 6(ay, ..., ay).
Then we can let py, ..., p, be the types of ay,...,a, over M. To do that, we just have to show that
any finite set of closed conditions in {0, (1, ..., 2z,) U, S.(x;) is satisfiable, where S, (z;) is the
partial type indicating that tp(z;/M) € S(u), consisting of all closed M-conditions with positive
p-measure. As v is an extension of p, the v(™)-measure of the intersection of the finite set is at least

v(On(21,...,2p)) > % Thus this finite partial type is satisfiable. O

Finally we are able to show that assuming NIP, every M-invariant measure is M-Borel definable,
simplifying many of our earlier results. This was originally shown for classical logic in [20] using a
VC-Theorem argument.

Lemma 3.10. Let y € M, (U) be M-invariant. Then u is M-Borel definable.

Proof. Let ¢(x;y) be a definable predicate. For every ¢ > 0, we will find a Borel function f; :
Sy(U) — [0,1] such that |FfM — f<(y)] < e. Then F;?,M is a uniform limit of Borel functions, and

as Borel functions are closed under even pointwise limits, FZ’ a 1s Borel.
By Lemma there are types p1,...,pn € S(u) such that for every b € MY,

/ $(x3b) dp — Av(pr, ..., p; (a3 b))| < e
Sy (M)

Let f.(y) = Av(p1, ..., pn; ¢(x;b)). As each p; is M-invariant by Lemma[2.6, and an average of Borel
functions is Borel, it is enough to show that the Dirac measure of an invariant type is Borel-definable.
Let p be an M-invariant type. It suffices to show that for each r > 0, the set {q : ¢(z;b) <71 €
p(z) for b E ¢} is Borel.
Fix b € U, ¢ > 0. By NIP, there is some maximal N such that there is (a; : ¢ < N) E
pM) ()| ar with [¢(as;b) — ¢p(ai41:b)| > € for 0 < i < N. By the maximality of N, we see that
[6(p;b) — dlan;b)| <e.
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Now let An.(y) indicate the set in S, (M) such that there exist ag,...,ay satisfying p™™) |y
such that |¢p(a;;y) — d(aip1;y)| > € for all i« < N, and ¢(an;y) < r —e. This set is closed, as by
saturation, this holds if and only if for each closed condition x(zo,...,z,) =0 € pt™)|y,

inf max (X(l‘o, ooy ), ¢lan; y)—(r — €), max (E; |p(ai;y) — Plaitq; y))> =0
TOyery Ty, <N
holds.

Let Bn.(y) be the weaker condition that there exist ag,...,an satisfying p™ |5 such that
|o(ai;y) — d(air1;y)| > € for all i < N. Then by NIP, for every ¢ > 0, every b € UY, there is
some N such that By (b) holds, but Byi1.(b) does not. If in addition, p E ¢(z;b) < r — 2¢, then
we know that Ay .(b) holds, as in any maximal sequence ay,...,ay witnessing By (b), we have
|6(p; b) — p(an; b)| < &, so ¢p(an;b) < r—e. Also, if b is such that An .(y) holds but Byy1.(b) does
not, then p F ¢(x;b) < r, as in any witness sequence ao, ...,ay, we have |p(p;b) — ¢p(an;b)| < e
and ¢(an;b) <7 —e. Thus {q: ¢(z;b) < € p(x) for bF ¢} = Uy men (An1/m ) \ Byy1,1/m (),
which is a countable union of boolean combinations of closed sets, and is thus Borel.

O

We can also use the indiscernibility of (“) to prove a version of [2, Theorem [2.25] with respect
to generically stable measures:

Theorem 3.11. For anye >0,d €N, 0<r < s <1, there is N = O, s(de" loge™1) such that if
¢(x;y) is a definable predicate with ve, o (¢(z;y)) < d for some r <71’ < s" <s, and p € M, (M)
is generically stable, then there is an e-net A for the fuzzy set system f.sty with respect to p with
|A| < N.

Proof. This proof generalizes the argument by Haussler and Welzl used in [25, Theorem 10.2.4].

Fix e > 0, d, ¢(z;y) a formula, and p € M, (M) generically stable. Let r', s’ be such that that
r<r <s <sand ve o (@(zyy)) < d.

Let N = Cde log(zs_l), with C to be determined later.

We will define an open set Ey C Sy (M) such that if (aq,...,an) is not a e-net, tp(ay,...,an/M) €
Ey. Then we will find conditions on N that guarantee u(™) (Ey) < 1, implying that there exists
some (aq,...,an) with tp(ay,...,an/M) & Ey, which must therefore be a e-net.

For b€ MY, let Eop C Sy(M) be L, {¢(wi:b) < 7'}, and let By = Upe s o (aiyzs)ze Fop We
see that each FEy is open, and thus Ej is open. (The purpose of using < r’ instead of < r is to
guarantee measurability of Fy.) If (a1,...,an) is not a e-net, then there exists some b € MY such
that pu(é(r;0) > s) > e and for all 1 <i < N, ¢(a;b) <r <7, sotp(ay,...,an/M) € Eyp C Ey.

Now define F7 ; C Son (M) be the (open) event that for all 1 <i < N, ¢(z;;b) < r/, and for at
least k = [%1 values of 1 <4 < N, ¢(axn14;b) > s, and let E; be Ub€M7H(¢(x;b)>s)>E E4 . We wish
to show that ™) (Ep) < 2u2N)(Ey) and that pN)(E;) > L.

In order to show that u™)(Ey) < 2uN)(E;), we will split up the tuple of variables (z1,. .., zay)
into & = (x1,...,2n) and ¥’ = (xN41,...,22n), and look at conditional probability. By Lemma
as Ey is open, the function defined by p™¥)(E,|p) := ug,v)((d,i’) € FE4) where a F p is Borel,
and p®N)(By) = [ ™ (Ey|p) d(u™)). Thus it suffices to show that for all p, x g, (p) < 24" (E1|p),
where x g, is the characteristic function of Ey.

Fix pe Sy(M) and a F p with @ = (a1,...,an). If p € Ey, then for all ¢ € Son (M) extending
P, ¢ & En, 50 xp,(p) = 0 < 0 = 21N (Er[p).

Now assume p € Eyp, and let b be such that p € Fy;. Let I; for 1 < i < N be the indicator
random variables (on Son (M) for ¢(zn4i;b) > ', and I = I +- - -+ Iy. We have that u™) (E,|p) =
pN)({I > k}|p). The I;s are i.i.d. random variables, equalling 1 with probability u({é(z;b) > s'}) >
e. By a standard Chernoff tail bound for binomial distributions, we have that u™")({I > k}|p) >
1 = Ixg,(p). Thus in general, uV)(Ey) < 2uN)(E,).
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To show that M) (E;) < %, we will instead condition on the multiset {x1,...,zan}. Given

a tuple @ = (ai,...,aon) and a permutation o of {1,...,2N}, let o(a) refer to (ag(1),...,ax(2n))-
To formally condition on the multiset {x1,...,2zon}, we will show that for every tuple a, P,[o(a) €
Eq] > 7, where o is a permutation on {1,...,2N} selected uniformly at random. This probability
is calculated as

P,lo(a) € Ey] = ;ZXEl

and we also see that because ()| is totally indiscernible, for any o we have

/ s (2) @) = / Xz (0(2)) ).
San (M) Son (M)

Thus we see that

V() = / X () pV)
SQN (M)

. (M)

1 / 2N)
=— XE (0(2)) pt

n! zg: San (M)

finishing the reduction.

We now fix a and work with finite probability, selecting a random permutation o of the variables
in a.

Let F be the fuzzy set system on {1,...,2N} consisting of the fuzzy sets S, for b € MY where
Spr = {i : ¢(ai;b) > s’} and Sp— = {i : #(a;;b) < r'}. By [2, Lemma [2.6], there is a strong
disambiguation F' for F of size |F'| = (2N)©9(41082N)) " or as we will prefer later, there is C’ such
that |F'| < (2N)'(@108(2N) | Recall that this means that for all b € MY, there is some S € F’ with
{i: qb(ai;b) > s’} C Sand {i: ¢(a;;b) <r'}NS =10. Given a set S € F', let Fg be the event
that {o(1),...,a0(N)} NS = 0 and [{o(N +1),...,0(2N)} \ S| > k. We see that if o(a) € Ej,
then there is some b with o(a) € Ey . There is also some S € F' with {i : ¢(a;;0) > ¢’} C S and
{i : ¢p(ai;b) < '} NS =0, so Eg occurs. Thus P,[o(a) € E1] < Y g.z Ps[Es]. For each S, if
|S| < k, then P,[Eg] = 0, but if |S| > k, then P,[Es] is the probability that when a permutation o
is selected uniformly at random, {c(1),...,0(N)} NS = 0. This is at most

CYR) () (

&) &)

AN
2N> < e~ (F/2N)N _ Cd/a.
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Now we bound P,[o(a) € E1]:

P,(o(a) € E1] < > P,[Es]
SeF
< |]F/|5_Cd/4
< (QN)C’(dlog(ZN))ECdM

_ ((2Cdg_1 logg—l)C'(log(QCde_l log 5—1))60/4>d

While this expression is somewhat complicated, it is still clear that an increasing quasipolynomial
function of C' times a decreasing exponential of C' will limit to 0, so for large enough C', we find that
P,[o(a) € Er] < 3. O

3.1 Ultraproducts

In this subsection, we recall the definition of the ultraproduct of a family of Keisler measures from
discrete logic. See for instance [29, Page 98]. Let I be an index set, (M; : i € T) a family of models,
(ui : 3 € I) a family of Keisler measures in 9, (M;), and U an ultrafilter on I. By [a; : i € I], if
a; € MY for each i, we denote the equivalence class of (a; : ¢ € I), as an element of the sort over the
ultraproduct (], M;)*.

Definition 3.12. Then we define the ultraproduct [];; y1; to be the Keisler measure in 9, (][, M;)
such that for all ¢(x;y), and all b= [b; : i € I] € ([[, M;)Y, we have

[ oty dT] s =t [ o(w:bo du
U

where lim; is the ultralimit, defined as the values lie in a compact subset of R.

Lemma 3.13 (See [30, Corollary 1.3]). Assume NIP. If (u; : i € I) is a sequence of generically
stable measures and U an ultrafilter, then [[,, p; is generically stable.

Proof. Let ¢(x,y,z) be a formula, and fix e > 0 and ¢ = [¢; : @ € I] € [[; M;. We will show that
1 i is fam by finding an e-approximation to the family {¢(x,b;c) : b € ([T, M;)¥}.

First we observe that by Lemma [3.5 as each p; is generically stable, there is some n depend-
ing only on ¢(x,y,z) and € such that for each i, there exists an e-approximation (a},...,a?) to
{(]5({1,‘7171';67;) : bz S Mz‘y}

Now for 1 < j < n, let @/ = [a{ : i € I]. We claim that (a',...,a") is a s-approximation
to {¢(x,b;¢c) : b € ([Iyy My)"}. Fix b= [b; : i € I]([[; M;)Y. Then |Av(a;,...,a"; ¢(x;b;,c;)) —
fo(Mi) o(x;bi, ;) du;| < e. By the definitions of ultraproducts, we know that Av(a®, ..., a"; ¢(z;b,c)) =
limy Av(a}, ..., a%; ¢(z;b;,¢;)) and sz(HU M) o(x:b,¢)d] [y pi = limy [g (o) H(@5bi,¢i) dpi, and
these ultralimits differ by at most €, as the sequences do pointwise. O

3.2 Indiscernible Segments

An indiscernible segment is an indiscernible sequence indexed by the order [0,1] C R. We will prove
one characterization of NIP using indiscernible segments, and then assume 7" is NIP for the rest of
this subsection.

Lemma 3.14. A theory T is NIP if and only if the following holds: For every indiscernible segment
I = (a; :t €]0,1]) with |a;| = |z| and any definable predicate ¢(x;b) with b € UY, the function
t — ¢(ag;b) is requlated (a uniform limit of step functions), and thus measurable.
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Proof. NIP is equivalent to every ¢(z;b) having a limit on every indiscernible sequence of order type
w.

First, assume that T is NIP. Thus on every indiscernible segment, for any increasing or decreasing
sequence (t, : n € N) € [0,1]N, lim, ¢(ay, ;b) exists, so at every point ¢, € (0,1), the limits
1iIanltar @(a;b) and limtﬁto_ ¢(ag;b) both exist. If they did not, we could find an increasing or
decreasing sequence limiting to to on which ¢(x;b) has no limit. By [8 Théoreme 3, FVR IL5], a
function on [0, 1] is regulated if and only if its left and right limits all exist.

Now assume that T is not NIP - there must be some indiscernible sequence (a, : n € N) and
some ¢(x;b) with lim, ¢(a,;b) undefined. Then by restricting to a non-Cauchy subsequence, we
find that there is some € > 0 such that |¢(a,;b) — ¢(ant1;0)| > €. We claim that there also exists
an indiscernible segment (aj : ¢t € [0,1]) and some & where lim,, ¢(a] /n;b’ ) also does not exist,
making ¢(x¢;b’) not regulated. We can find this counterexample by realizing the type given by

V(s 2,) = Y4y, ... 24) for all increasing tuples ¢ < --- < t, and #] < --- < t;, and
|&(21 /03 Y) — ¢(21/(n41); ¥)| = €, every finite subtype of which is realized by any finite subsequence
of (a, : n € N). O

We now assume T is NIP. This allows us to define the average measure of an indiscernible
segment.

Definition 3.15. If I = (a; : t € [0,1]) is an indiscernible segment, define the average measure of
I, py € M, (U), to be the unique global Keisler measure with

1
/ ¢($;b)du1=/ P(az; b) dt
S, U) 0

We will show that these measures are generically stable using the following lemmas:

Lemma 3.16. If F is a family of functions [0,1] — [0,1] such that for each f € F, there is no
sequenceO<t1<t1 C <ty <ty < 1with [f(t:) — f(t;)] > § for all 1 < i < N, then for

any M > 2N the set A = {M 0<k< M} s a e-approzimation to F with respect to the Lebesgue
measure on [O 1].

Proof. For any f € F,

1
Avacaso - [ oa] = 1

M-1 k (k+1)/M
— | -M t)dt
k=0 <f (M> k/M o >|

i (k1) /M
f(M)—MAW, oL

(k+1) /M

IN

so it suffices to show that there are few values of k such that ’f (%) M fk f() dt‘ is large.

For any integer 0 < k < M, either |f (£)— Mf(k+1)/M f(t)dt| < £, or there is some ¢ € [£, Et1]

k/M M
such that |f (&) — ¢(oc;b)| > 5. By the choice of N, there are at most N values of k such that
the latter case holds, in which case we can bound ’¢(%/M, Mfkk+1 /M f() dt‘ < 1. Thus

M:61 ‘f (% Mfkkﬂ)/M f@) dt‘ is bounded by M§ for most intervals plus IV for exceptional

intervals, yielding
L (k+1)/M 1 / Me c
— | = t)dt| < — +N
f(M) /k/M f@t)dt| < (2+ ><2

as desired. O
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Lemma 3.17. If o € Mo 11(U) is an indiscernible segment, then o is generically stable.

Proof. Specifically, we show that p; is fam in I. Fix a definable predicate ¢(z;y) and € > 0.
By Lemma for all b € UY, there is some N such that there is no sequence 0 < t; < ] <

c <ty <ty <1 with |@(ar,;b) — ¢(ay;b)| > § for all 1 < i < N. By compactness, we may
choose some N that will work simultaneously for all b € Y. Now fix an integer M > %, and
let A = {ap 2 0 <k < M}. We can apply Lemma to the family F = {f,(t) : b € UY}
defined by fu(t) = ¢(as;b), and find that {% 0<k< M} is a e-approximation to F with respect
to Lebesgue measure. Then as [q @ d(as;b)dur = fol fo(t) dt, we see that A is a e-approximation

to {p(as;b) : b € UY} with respect to pr, as desired. O

4 Weak Orthogonality and Regularity

In this section, we will characterize weak orthogonality of measures with several Szemerédi-style
regularity properties. In the next section, we will use uniform versions of these properties to charac-
terize distality. In order to best explain our techniques and choices, we will first prove some versions
of NIP regularity. NIP regularity theorems already exist for classical logic, for instance in [I3], and
indeed for continuous logic, in the form of [I4] Theorem 6.6], which proves a regularity lemma for
real-valued definable predicates in a generalization of NIP structures. However, we find that NIP
regularity is the correct setting to first develop the definitions we will need for distal regularity,
namely definable and constructible regularity partitions.

4.1 NIP Regularity

NIP regularity is a consequence of the ability to approximate definable predicates relative to gener-
ically stable measures.

In order to understand it, we must first understand how the classic partitioning into ¢-types over
finite sets works in continuous logic. As even for finite parameter sets B, the set S4(B) of consistent
¢-types tpy(z;y)(a/B) is usually infinite in continuous logic, we have to look at partitions where
the type tp,(z;y)(a/B) varies by at most € on the support of each piece of the partition. Even
considering partitions may require us to sacrifice definability of the pieces in continuous logic, leaving
us with two options. We can either look at partitions of unity on S, (M) into definable predicates,
get an actual partition, but settle for Borel sets of uniform low complexity.

Definition 4.1. Inspired by terminology from algebraic geometry, call a subset of S,(A4) con-
structible when it is a finite boolean combination of closed sets. We will also refer to the indicator
functions of constructible sets in type spaces, or their restrictions to models, constructible predicates.

If P is a finite partition of unity on M?*, we say that a function ¥(x; z) : S;.(M) — [0, 1] defines
P when for each piece m € P, there is d € M* such that = is the support of ¥ (z;d). If ¥(x;2) is a
definable predicate (that is, continuous), then we call P definable, and if ¢ (x; z) is a constructible
predicate, we call P constructible, and as its pieces are all {0, 1}-valued, we may identify P with
the partition into the supports of its pieces. When different partitions of unity are definable by the
same 1, we say that they are uniformly definable/constructible.

If P is a partition of unity on M*!*» defined by a definable or constructible predicate of the
form [}, vi(wi; 2;), then we call P rectangular. If Py, ..., P, are partitions of unity on M?®:, then
let @, P; denote the partition on M*-*» given by ([, m;(z;) : m € Pi,...,m, € P,). We call
such a partition a grid

If P is a partition of unity on S, (M) and B C MY, we call P a (¢, €)-partition over B when for
each 7(z) € P, if a1, a2 € M® both satisfy mw(a;) > 0, then |p(a1;b) — ¢(ag;b)| < e for all b € B.
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In the classical case, there is a unique minimal such partition whose size is bounded by the
VC-dimension of ¢. In this lemma, we will show that a suitable partition exists with size given by
a covering number bound.

Lemma 4.2. Let ¢(z;y;w) be a definable predicate. Then for any ¢ > 0 and n € N, there is a
definable predicate ¥(x; z) such that for any B C MY with |B| < n, and any ¢ € M"Y, there is a set
D € M? with |D| < Ny(z.),0.49: (1) such that (1p(x;d) : d € D) forms a (¢,€)-partition over B, and
1 1s a continuous combination of instances of ¢ over D.

We may alternately choose 1) to be constructible with the slightly better bound |D| < N(g:y),/2(n),
although ¥ will no longer be a continuous combination of instances of ¢.

Proof. Fix ¢ and write ¢(z;y) = ¢(x;y;w), and we will see that the resulting formula ¢(z;z) is
constructed from ¢(z;y;w) in a uniform way, with the parameter ¢ reoccuring in the parameters
de D.

For ease of notation, let m = Ny(y;y),0.49-(1). Define the predicate

E .
O(x; 2"y, .. yn) = max 5—\¢(x; i) — o(x'sys)l,

so that for any a,a’ € M*,by,..., by € MY,0(a;a’,by,...,by) > 0if and only if |¢(a; b;)—d(a’; b;)| <
£ for all 1 <7 < n. Similarly, define

H(Z‘, o, Y1y - - 7yn)
ZZ] 9(33;$i, Yty 7yn)

w(m;xo?"'axmayla"wyn): Z

Now if B C MY has |B| < n, express B = {b1,...,b,}, and let A ={ay,...,a,} be a set such
that for each a € M?, there exists 1 < ¢ < m such that for all b € B, |¢(a;b) — ¢(a;;b)| < 0.49¢.
Then {¢¥(z;a,a1,...,am,b1,...,b,) : a € A} constitutes a partition of unity, and on each piece
Y(xsa,a1,. .., Qm,b1,...,b,) >0, for each b € B, ¢(x;b) varies from ¢(a;b) by at most §, so overall,
¢(x;b) varies by at most e.

If instead we wish % to be constructible, then we instead let m = N¢(m;y),5/2(n), and we can let
A={ay,...,an} be aset such that for each a € M?, there exists 1 < i < m such that for all b € B,
|¢(a;b) — ¢(as;b)| < 5. Then the sets X; = {|o(x;b) — ¢(as;0)| < §} cover S, (M), so we can use
standard coding tricks to let 1(z; ) define any of the sets X; \ U, _; Xi. O

Lemma 4.3 (See [13, Proposition 2.18]). Let M be an NIP structure, let ¢(x;y;w) be a definable
predicate, let € > 0, and let ve, j19((x5y)) < d. Then for any generically stable measure p € My (M)
and any ¢ € M™, there is a set A C M* of size O(%1n %) such that if P is a (¢*(y; ), €)-partition
over A, then for b, b’ € MY in the support of the same piece of P, fSI(M) |o(x;0;¢)—@(a; V5 ¢)| du < e.

Proof. Fix ¢ and write ¢(x;y) = ¢(z;y; w), and the resulting predicate ¢ (y; z) will be constructed
from ¢(z;y; w) in a uniform way, based on the predicate defined in Lemma

Let x(x;y,y") = |o(x;y) — ¢(a';y)|, and using Corollary there is n = O(<% In ¢) such that
for each p, there is a §-approximation with respect to p of size at most n. Now for every pu, let
A={ay,...,a,} be a 5-approximation to x(z;y,y’) with respect to p, and let P be a (¢*(y; ), €)-
partition over A. If w(z) € P and b1,by € MY both satisfy m(z) > 0, then for all a € A, |¢(a;b1) —

€

P(a;b2)] < 5, 50 x(a;b1,b2) < 5, and thus by the S-approximation definition of A,

1 & €
[ lotaib) = stbldn= [ x(abibdr < 13 xasbib) + 5 <<
Sz (M) S. (M) n 2
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Lemma 4.4 (See [I3| Theorem 2.19]). Assume T is NIP and M E T. Let ¢(z1,...,2,;w) be a
definable predicate and let € > 0. Then there is a definable predicate 0(x1,...,xn;2) of the form
Z;nzl [T, 0;j(z; 2;) with m depending only on ¢ and & such that if p; € My, (M) are measures
with p; generically stable for © <n and c € M™, then there is d € M* such that

/ |¢($1,,.Tn,C)_e(l‘l,,.rn,d)‘ d/’(‘l®®un <e.
S (M)

T]...Tp

Proof. As before, fix ¢ and write ¢(z1,...,2,) = ¢(x1,...,2,;¢), and the resulting predicates will
be constructed from ¢(x;y;w) in a uniform way, based on the predicate defined in Lemma

We start by proving the two-dimensional case. Let ¢(x;y) be an M-definable predicate and let
e > 0. Let ¥(y;2),k be as given in Lemma and let m be the upper bound on the size of the
resulting partition of unity. Then we will show that for any measures u € M, (M), v € M, (M) with
1 generically stable, there are parameters by,...,b,, € MY, dy,...,d,, € M? such that

/sme)

Given p,v, let D = {ds,...,d} be such that (¥(y;d;) : 1 < i < m) is the partition of unity
given by Lemma and for each 1 < i < m, let b € MY be such that ¥(b;;d;) > 0. Then for all
b e MY, we calculate that

/s (M)

m

Gl y) = Y pla;bi)i(y; di)

i=1

dp®v<e.

m

$(w;b) — Y bl bi)ep(b; di)

i=1

D |65 ) (bsdi) = ol; bi)u (b di)| dp

dp

las i) / |3(23b) — (a:by)| ds
S (M)

i=1

< Y ud) [ lelasb) - ofash)] du
i1 (bid) >0 Sa(M)

<e

—%=

as for each ¢ with ¥(b; d;) > 0, fs,,(M) |o(x;0) — (x5 b;)| dp < € by assumption. Thus also integrating
over y, we find that fSTy(M) |p(z;y) — >oiy (3 0:)Y(2;d;)| dp @ v < e, finishing the base case.

Now assume this works for all n-ary predicates, and consider ¢(x1,...,2n4+1). Applying our proof
to the repartitioned binary predicate ¢(x1,Za,...;Znt1), We see that there is (2,115 2,41), and
some m,, such that for all generically stable p1,. .., tint1, there are (b1, ..., by, ) and (di,...,dn,)
such that

/ O(z1, - Tpgr) Z¢ Ty T 06) Y (Xng1; di) | dpn @ -+ @ P < 5
Say.pyq (M)
We now apply the induction hypothesis to each ¢(z1, . .., z,; b;), seeing that there is some 0(z1, . .., 2,; 2)
that belongs to the tensor product of the algebras of definable predicates on the separate variables
T1,...,T, such that for all generically stable p1, ..., uy,, and every b € M*~+1 there is some ¢ € M?
such that
|¢(.’I/'1,...,"En,b)—9({171,...,.’1;”;0”d,LL1® ®Mn§§
Szl”-mn (M)
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Then for any p1, ..., finy1, there are (by,...,by),(d1,...,d,) as above, and for each b; we choose
¢; € M* as above. Letting w abbreviate g1 ® - -+ ® pin4+1, we calculate

/ A1, 1) = 3 O@1, . T ) (ngrs di) | dw
Say .y (M) i=1

c mMn Moy
§§+/ Z¢ (T15- - Tn; 1)1/1($n+1;di)—Za(flw~~,$n;0i)1/)($n+1;di) dw

Sy (M) i=1

£

§§+Z/ Y(@pg13di)|p(z1, .o 0 bs) — O(21, ... 205 ¢)| dw
Say. Tn+1(

IN

5
5 Y(z1;d;) dp
2 /TI(JVI Z v '

O

We now define the precise kind of regularity partition that NIP allows us to find, as well as
homogeneous tuples, which will be essential for distal regularity.

Definition 4.5. A (g,6)-NIP regularity partition for ¢(x1,...,x,) with respect to measures u; €
M, (M) is a grid partition defined by ¢(x;z) = []\; ¥i(xi; 2;) over a set D such that there is a
subset Dy C D with

Z/ Y(@yd) dpg X - X i <0
deDg 7 S=(M)

and for each d € D\ Dy, there are is a value rq such that

/ z/1(x;d)|q§(x)—rd|du1><--~><,un§<€/ Y(x;d)dpg X - X fig.
S (M) Sa (M)

If ¢(x1,...,zy) is a definable predicate, £ > 0, and A; C M™ for each i, we say that (41,...,4,)
is (¢,e)—homogeneous when for all a,a’ € Ay X -+ x Ay, |p(a) — p(a)] < e.

We also say that definable/constructible predicates ;(x;) are (¢,e)—homogeneous when their
supports are, or we may say this about their product [}, ¥;(21).

Lemma 4.6. For any definable predicate 0(x1, ..., zy;y) which of the form Z;”zl [17, 05 (s vig),
there is a predicate (x1, . .., xn; 2) = [y ¥i(24; 2:) such that for any b € MY, 4 defines a grid par-
tition of unity such that each piece is (6(x1,...,Tn;b),€)-homogeneous, and the size of the partition
is bounded by a function of m,n. We can choose 1 to be either definable or constructible.

Proof. Let N be large enough that m ((1+2)" —1) < 5. Let (f5 : 0 < k < N) be a continuous
partition of unity on [0, 1] such that the support of each fi lies in the interval (%, %) Then for
any ¢(x), (frod:0 <k < N) is a partition of unity on M?, such that on each piece, ¢ varies by at
most % By taking products of the partitioning functions, we can find a definable partition of unity
P; on each M™ such that each 6;;(z;) varies by at most % on each piece, and set P = ®]_; F;. Then
for each 7 € P, the function 0(x1, ..., x,) varies from some value by at most m ((1 + %)n — 1) <3
and thus vary in total by at most ¢, on the support of w. Each partition P; is a refinement of m
partitions of unity into N + 1 pieces, so |P;| < (N + 1)™, and thus |P| < (N 4 1)™".

If instead we desire a constructible partition, then we can let f; be indicator functions of the

intervals [% , %) . O
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Theorem 4.7 (See [I3, Theorem 3.3]). Assume T is NIP and M E T. Let ¢(z1,...,2,) be a
definable predicate and let €,6 > 0. Then there is a predicate {(x1,...,xn;2) = [[1q Yi(zi; 2;)
such that for all measures p; € My, (M) with p; generically stable for i < n, 1 defines a (e,6)-NIP
regularity partition of unity for ¢(x1,...,x,) with respect to the u;s, with the size of the partition
depending only on ¢,e,5. We can choose v to be either definable or constructible.

Proof. By Lemma we know that there is a definable predicate 6(x1,...,x,;2) of the form
Z;”:l [T, 0i;(z4; 2;) such that if p; € M, (M) are measures with p; generically stable for i < n
and ¢ € M™, then there is d € M? such that

/ |p(z1, ..., xn5¢) —O0(x1, ..., 205 d)| dpg @ -+ @ pi < 62
Seq..an (M)

We now apply Lemma to @, finding that there is some predicate 1 that for any d € M?,
defines a grid partition of unity where each piece is (6(z1, ..., zy;d),c)-homogeneous. Then for any
appropriate measures pu; and ¢ € M*, denoting w = 1 ® - - - ® py, we find d € M* as before, and let
P be the grid partition of unity defined by ¥ with homogeneous pieces. Now define e : P — [0, 1] by

fsm(M) |p(x;¢) — O(x; d)| 7 (x) dw
fsm(M) m(x) dw

Giving P the measure p({r}) = fSE(M) 7(x) dw, we see that

/ edy = Z/ —0(z;d)| w(x) dw < 62,

TEP (M)

e(m) =

so by Markov’s inequality, the measure of all m € P such that fo(M) |p(z;¢) — O(x; d)| () dw > 6
is at most §. If that set is Py C P, then > _p fsm(M) 7(x)dw < 6, and for each w € P\ Py, we find
that fsw(M) |o(x;¢) — O(x; d)| w(x) dw < 6.

Now suppose m € P\ Py. By (0, ¢)-homogeneity, there is some 7, be such that on the support of r,
0(2; d)—rx| < 5, and thus [¢(z;¢) — rr| =5 < [¢(z;¢) — O(x;d)|, so fSI(M) |p(x;¢) — ra| =57(z) dw <
d, and thus this partition is a (e, §)-NIP regularity partition. O

4.2 Weak Orthogonality and Strong Erdés-Hajnal

In this subsection, we introduce continuous versions of the notions of regularity that characterize
weakly orthogonal measures, and thus distality.

Definition 4.8. We say that a predicate ¢(z1,...,x,) has the e-strong Erdds-Hajnal property (or
e-SEH) when there exists 0 such that for any finite sets A; C M?®:, there are subsets B; C A; such
that |B;| > 6|A;| and (By, ..., By) is (¢, €)-homogeneous.

A predicate ¢ has the definable e-SEH with respect to measures p1,...,u, when there are
predicates wl(x,,zl) and § > 0 such that there are parameters d; € M?* such that for each

fs )wz xi;d;)dp; > 9 and the supports of ;(x;;d;) are (¢, e)-homogeneous. If for some
(b(asl, ey Tn3Yy), some € > 0, and some class of tuples of Keisler measures, ¢(x1,...,x,;b) has the
deﬁnable e-SEH with respect to all tuples of measures in that class, and the same § > 0 and predi-
cates 1;(x;; 2;) can be used in each case, then we say that ¢ has the uniformly definable e-SEH with
respect to that class of tuples of measures.

In classical logic, the definable strong Erd6és-Hajnal property implies a Szemerédi-style regularity
lemma, as in [12], Section 5], We will now define a real-valued version of this regularity property.
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Definition 4.9. If P is a rectangular partition of unity on M*1-®» then we call P a (e, )-distal
regularity partition for ¢ with respect to measures pu; € M, (M) when

() du; <4,
I, e

T 1=1
where the sum ranges over all (mq,...,7,) with [[,_; m; € P that are not (¢, €)-homogeneous.
In a series of lemmas, we will show that a fixed tuple of measures 1, . .., py, is weakly orthogonal if

any of several equivalent regularity properties hold. We will prove the implications of this equivalence
with enough detail to later show that if any of these properties holds in a uniformly definable way
across all generically stable Keisler measures, then the theory is distal.

Recall that by a product measure of continuous localizations of i1, ..., iy, We mean a measure w
such that there exist M-definable predicates 6;(z;) such that for all M-definable predicates ¢;(x;),

/s H@ zi) do = H/ )6 (1) dpi.

Theorem 4.10. Let g € My, (M), ..., pun € My, (M). The following are equivalent:
o The measures i1, ..., u, are weakly orthogonal.

e For each M-definable predicate ¢(x1,...,x,) and each £,6 > 0, there is some C' such that ¢
admits a definable (g, 9)-distal regularity partition

e For each M-definable predicate ¢(x1,...,x,) and each £,6 > 0, there is some C' such that ¢
admits a constructible (e, d)-distal regularity partition

e For each M-definable predicate ¢(x1,...,x,) and each e >y > 0, there is some § > 0 such that
for any product measure w of continuous localizations of u1, ..., tn, if fs (M) ¢odw > ¢,
oy wn

then there are M-definable predicates 1;(x;) such that ¢(aq,...,a,) > v whenever ¥;(a;) > 0
for each i, and fSwA(M) Wi(x;) dp; > 0 for each i.

o For each M-definable predicate ¢(z1,...,x,) and each € > 0, ¢ has the definable e-SEH with
respect to any continuous localizations of p1, ..., -

Furthermore, if these hold, then the (g,0)-distal reqularity partitions can be chosen to be grid parti-
tions of size O(6~Y) for some constant C' depending on ¢, e, i1, - - - b, -

Proof. We will show that weak orthogonality is equivalent to the existence of distal regularity par-
titions, and then we will relate definable distal regularity partitions to both strong Erdés-Hajnal
statements. We start by restating the result of Corollary [2.21] about weakly orthogonal Keisler
measures in terms of partitions of unity.

Lemma 4.11. For 1 < i < n, let u; € My, (M) be Keisler measures. Let ¢(z1,...,2,) and
YE(xq,. .., 2,) be M-definable predicates such that

e The predicates Y (x1,...,x,) are each of the form > iz, 035 = (x4)

o Forall (x1,...,%n), V" (T1,-,%n) < A1, 20) <P (21,...,20).

e For any product measure w of ji1, ..., fin, fs M)(Q/}Jr —¢7)dw < e.
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Then there is a grid partition of unity P = ®}_;FP; on M* %" which can be chosen to either
be definable or constructible, such that if for each tuple 7 € P, we set r; = inf. (x>0 ¢(z) and

T = SUD,.(2)>0 ¢(2), and then define

@y, an) = Z rEm(zy, ... T),

TeEP

X

then
o Forall (x1,...,70n), X (T1,--,Tn) < d(x1, .. x0) < X (21,0, T0).

e For any product measure w of fi1, ..., fin, fs M)(X+ — X7 )dw < 2e.

Furthermore, the definition of P depends only on the predicates ¢,™,1~, and not the parameters
used in their definitions.

Proof. By Lemma there are predicates 7 (21, . .., &n; 2) = [[1_, 7 (2i; 2;) such that 7% defines
a rectangular partition of unity such that each piece is (* (21, ... ,a:n), £)- homogeneous Thus if
we let m;(xi; 27, 27) = 7 (vis 20)m; (w45 27), then w(zy,...,2052") = [[[- 17r(x2, T,z ) defines a
refinement of the two partitions of unity, so that each piece is (v (x1,...,2,), £ )-homogeneous and
(¥t (x1,...,2,), 5)-homogeneous.

Then for each m, we let r}f = sup¢*(z1,...,7,) where the sup ranges over the support of
7, and let v = infe~(21,...,2,). We then let xy*(2q,...,2,) = Zﬂeprfﬁr. By symmetry, it
suffices to show that ¢+ < x* and for any product measure w, fol . (M)(X+ —¢pT)dw < 5.

The integral fact will follow by showing that ¢+ < xT < 4" + 5. Let a € M. Then for
every m € P with 7(a) > 0, ¢ varies by at most 5 on the set containing a on which rf is a
supremum, so we have ¥t (a) < rf < ¥T(a) + 5. As xT(a) is a convex combination of such

numbers, ¢ (a) < xT(a) < ¢t(a)+ 5. O

Lemma 4.12. Let x1,...,x, be variable tuples, and let p; € M, (M) for eachi. Then the measures
Wi are weakly orthogonal if and only if for every M-definable predicate ¢(x1,...,x,) and every
d > 0,e > 0, there exists a (g,0)-distal reqularity partition P for ¢ with respect to the measures ;.

Proof. First assume that p; are weakly orthogonal. By Corollary put together with Lemma
we can find a rectangular partition of unity P such that if rf = sup,..,)s0d(x), 1y =

inf,.x(2)>0 @(z), and Xt = Y orep rEm, then x ™ (21,...,2n) < d(x1,...,2,) < xT(21,...,2,) and

for any product measure w of 1, ..., i, [g (M) (xT — x7)dw < be.
e1.om
We clearly see for some m = [[/_, m; € P, the tuple (my,...,7,) is (¢,e)-homogeneous if and
only if rF —<e.
We calculate that fs M)( xt—x")dw =3 cp(rf fs () T dw < de, so placing

a measure on the finite set P by giving © the measure f S

inequality, we see that the measure of the non-homogeneous f)re&icates 7 is at most §, so this is a
(e, 6)—distal regularity partition.

On the other hand, if P is a (e, d)—distal regularity partition then as before, set the notations
rt = SUD g (2)>0 P(T), T = Infin(z)>0 ¢(7) and Xt = Zﬂep ~m. As before, on the homogeneous
pieces, rT —r- < € and for any product measure w,

/s (=X dw =3 (7 — T;)/S 7 dw,

In(M) TEP :cl...zn(M)

( M)ﬂdw and applying Markov’s

where the sum over the homogeneous pieces is at most €, and the sum over the non-homogeneous
pieces is at most 9, so the fs (M)(X+ —x)dw < 6 +e. As the integrals of x* do not
o1 n
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depend on the choice of w, this means that for two different product measures wi,ws, we have
| [ () P dwr — s () ¢ dws| < 6 + . Thus if such partitions exist for §,& > 0 arbitrarily

oy
small, w; = wy and the measures pu; are weakly orthogonal. O

We now show that strong Erdés-Hajnal behavior on all continous localizations implies a distal
regularity partition in a uniform way.

Lemma 4.13. Let ¢(x1,...,2,) be an M-definable predicate, let €,6 > 0, and let p; € My, (M) be
a Keisler measure for each i. Suppose that for any Borel localizations vy, ..., vy of u1, ..., i, there
exist M-definable predicates v;(x;; d;) such that for each i, fsz‘ (M) Yi(xi5d;) dv; > 6 and the supports
of V¥i(x;) are (¢,€)-homogeneous. Then for any v > 0, there exists a (,7)-distal regularity partition
for ¢ with respect to 1, ..., i, definable over D, with |D| = O(y~) for some C depending only on
8. Furthermore, if the predicates 1;(x;; 2z;) can be chosen uniformly for all continuous localizations
VlyeooyUn Of L1, .., lin, then the distal reqularity partition can be defined by a predicate which is a
continuous combination of the ;s depending only on 6, .

Proof. First, we note that if szi(M) V(x5 d;) dv; > 6, then y; (wi(xi;di) > g) > g.
We will actually find a set D C M?**» such that for each (d1,...,d,) € D, the supports
¥;(z;;d;) are (¢, e)-homogeneous, and

)
1 X by ) Ud pi(xsd;) > 3 >1—n.
1seesUn

Once we have found this, we use Lemma to partition each M®¢ into a partition of unity P; such
that on the support of each piece, for each d; € D, either 1;(x;;d;) > 0 or ¥;(z;;d;) < %. Then
if m; € P; for each 4, either there is some (di,...,d,) € D such that the support of each m;(x;)
is contained in the support of v¥;(x;;d;), and this tuple of supports is (¢, e)-homogeneous, or the
product of the supports of 7; are disjoint from the set of measure 1 — v mentioned before. Thus the

integrals of the non-(¢, €)-homogeneous pieces add up to at most ~.
We will construct D,, with g X -+ X py, (Udla-~7dn [Vi(zi;di) > g]) >1-— (1 - (g)n) for

m
all m recursively, and iterate until (1 — (%)n) < 7. We simultaneously construct a rectangular

constructible partition P, on M®~®» such that U, 4 [1/1i(xl-;di) > g] is a union of pieces of
P,,. If X,, is the union of all pieces of P,, contained in Ud1 d [qpi(xl-;di) > %], we will make

n m
sure that at each stage, p1 X -+ X pup(Xpm) > 1 — (1 — (%) ) . At each stage, we will ensure that
|Dm|a |Pm| < (Tl + 1)m'
For m = 0, we may use D = (), and let Py be the trivial 1-piece partition. Here it is possible
that Xo = 0. Assume for induction that we have D,, and P, such that py x -+ X p, (X)) >

1— (1 — (g) ) . Then to form D,,,+1 and P,,11, we will replace each piece A; x - --x A,, of P,, into
at most n+ 1 pieces, and add at most one element to D for each such piece. Let Ay X ---x A, € P,,.
If Ay x---x A4, C Udhm’dn Yi(xi;d;) > g, then it is already in X,,, and we can leave this piece
in Py41. This way we ensure that X,, C X,,1. If [[;-, ui(4;) = 0, then we will still leave
this piece, as it does not affect the measure of X, 1. Otherwise, we can find d,...,d, such that
the supports of v;(z;;d;) are (¢,e)-homogeneous and if v; is the localization of u; to A;, then
v; (Yi(zi3d;) > 2) > S, Thus if we add (di,...,d,) to D and replace the piece A; x A, with
the n + 1 pieces Higj (Ai N [zpi(xi;di) > g]) X Hi>j (Ai\ [wi(azi;di) > g]), we find that the one
piece [Ti_; (4; N [¢(2;d;) > 2]) which definitely contributes to X,, 11 has total measure at least
(%)nH?:l 1i(A;). Thus if we do this for all pieces of P, the total measure of M*1%» \ X, 11
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decreases by a factor of at least (g)n, meaning that g1 X -+ X pp(Xpma1) > 1 — ( %

We also find that [Py, 1] < (n+ 1)|Py] < (n+ D)™ and |Dpr1| < Dl + | Pl < 2(n +
(n+1)m™+L

Now if we choose M = ’Vlogl(ol%")—" we find that pg x -+ X pn(Xpr) > 1 — v as desired. If

C= —%, then (n + 1) < (n+1)y~%, so the number of pieces is O(y~%). O

n) m—+1
1

"

From a distal regularity partition, we can derive a statement about integrals of predicates which
is analogous to the density version of the strong Erdés-Hajnal property in [I2, Section 4].

Lemma 4.14. Let p; € M., (M) for 1 < i < n, let ¢(x1,...,2,) be an M-definable predicate,
and let (€,6),01(x1;21), -« s Yn(@n; 2n) be such that [[;_, vi(wi; ;) defines a (,0)-distal reqularity
partition for ¢ with respect to p1,. .., u, of size K.

Suppose that o, 8 > 0 are such that o > B+0+¢€. Then if w is a measure extending p1 X « - X iy
such that szl,..zn(M) ¢ dw > a, then there are some d; € M* such that if a = (ay,...,a,) satisfies

[T, wi(as;d;) > 0, then ¢(a) > B and for each i,

_B_§_
/ Vi(xi;d;) dpy > a-P-97¢ b c > 0.
Sy (M) K

Proof. Let ¢(x;2) = [[;—, i(wi; z:), and let D be the set of parameters such that (¢(z;d) : d € D)
is the distal regularity partition. We will break D into three disjoint sets A, B,C. Let A be the set
of all d such that the support of ¥ (z;d) is (¢, e)-homogeneous and on that support, ¢(z) > . Let
B be the set of all other d such that the support of ¥ (x;d) is (¢, €)-homogeneous, and let C be the
set of all d such that the support is non-homogeneous.

Then by the partition of unity assumption,

Z/ xd)dw+z/sx(M)¢( xddw+z/ (s d) do

deA deB deC

:/ () dw > a.
Sz (M)

However, by the assumption of homogeneity, on the support of ¢)(z;d) for any d € B, ¢(x) < 8 +¢,

SO
Z/S Y(zyd)dw < B+,

deB

and by the distal regularity assumption,

> oy Hasd) o <5

decVS

SO

Z/S (M)Qs(x)lb(x;d)dea—ﬂ_(;_s.

deA

As this is the sum over at most K cells, we find that at least one of the terms of this sum is at least
a=B=0=¢ g4 for the larger integral,

K
a—pB—6—c¢
Y(x;d) dw = / (@i dy) dpy > ———
/smuw) H (M) K

As each term in the product is at most 1, they are all at least #. O
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Going full circle, we can use this density property to imply the Strong Erdds-Hajnal property.

Lemma 4.15. Let p; € My, (M) for 1 <i < mn, let p(x1,...,2,) be an M-definable predicate, let
s €N, § > 0,¢1(x1;21), -~-,7/1n(33n, Zn). Assume that for all0 < j <'s, if w is a measure extending
H1 X o X fhy, and f (M) |¢> ]| dw > (9+1)’ then there are some d; € M* such that if

a=(a1;...,an) satzsﬁes Hz 1 M(al,d ) >0, then |¢ — 2| < L and for each i,
/ Yi(xi; di) dpy > 6 > 0.
S, (M)

Then there are some d; € M* such that the supports of V¥;(x;;d;) are (¢, %)—homogeneous and

/ Wi (xi;d;) dpg > 6.
S, (M)

i

Proof For any r € [0, 1], Z] Os |r ]|:%.Thusforsome()§j§s,fs M)s |q§ |dw2
@7

M’ and we find d; € M? such that and for each 3, mei(M) iz d;) duz Z § > 0, and on the

support of [}, ¢;(a;; d |z,z§ | < %, so the supports of 1;(x;;d;) are ((;5, %)—homogeneous. O

We now finish the proof of Theorem by observing that if uq, ..., u, are weakly orthogonal,
then by Lemma any continuous localizations are weakly orthogonal, so for any ¢(x1,...,x,),
distal regularity partitions exist, and by Lemma the density version of strong Erdés-Hajnal
holds for these measures, and thus by Lemma strong Erdos-Hajnal holds for these measures.
If we assume that strong Erdés-Hajnal holds for any continuous localizations of u1, ..., uy,, then by
Lemma a distal regularity partition exists, so the measures are weakly orthogonal. This shows
that all of the properties are equivalent to weak orthogonality. Also, Lemma [4.13| produces grid
partitions of polynomial size. O

5 Keisler Measures in Distal Theories

In classical logic, a theory is distal if and only if all generically stable measures are smooth. We
prove that this still holds in continuous logic, and show that it is enough to check that all generically
stable measures are weakly orthogonal.

Theorem 5.1. The following are equivalent:
o The theory T is distal
o Fvery generically stable measure is smooth
o All pairs of generically stable measures are weakly orthogonal.

Proof. First we show that in distal theories, generically stable measures are smooth.

Lemma 5.2 (Generalizing [29, Prop. 9.26]). Assume T is distal. Then all generically stable mea-
sures are smooth.

Proof. Assume T is distal, and let p € 9, (U) be a generically stable measure, invariant over a
small model M. To show that u|y is smooth, fix M < N, a predicate ¢(x) with parameters in
N, and ¢ > 0. By [2, Theorem , both ¢ and 1 — ¢ admit strong honest definitions, and thus
strong™ honest definitions by [2, Lemma [5.11]. Thus there is an extension (N, Pps) =< (N', Py) and
a predicate ¥ (z) (a strong® honest definition for ¢ over M) with parameters in M’ such that for
a € M, ¢yt (a) = ¢(a) and for all @’ in N’, ¢(a’) < ¢p*(a’). By applying the same result to 1 — ¢
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and then subtracting from 1, we can find ¢, also with parameters in M’, such that for a € M,
¥~ (a) = ¢(a), and for all ' in N', ¢(a’) > ¢~ (a’). To refer to the parameters more easily, we now
write T (x;d, ) and ¢~ (x;d_), where dy,d_ € M'=.

We see that T (z;dy) — ¢(z) and ¢(x) — 1~ (x;d_), nonnegative everywhere, are both 0 at
all tuples in M. Thus by Lemma and the fact that p is approximately realized in M,
Js, o ¥ (@ ds) —d(x) dpand [g ) d(x) =9~ (2;d-) dp are both 0. As p is definable, the function
me @ Y+ (z;2) — ¢(x) dp is continuous from S, (N) to R. Thus there is some some basic open neigh-
borhood of tp(d; /N) such that fSw W) Y1 (z;2) —¢(x) du < € and sup,, (¢p(z) — T (x;2)) < € on that
neighborhood. We may assume that this neighborhood is defined by 6(z) < §, where 6(z) is some for-
mula with parameters in NV such that N’ F 6(dy) < d. By elementarity of the extension (N, Pys) <
(N', Pyrr), we know that there is some (possibly infinite) tuple d’, in M such that N & 6(d/,) < ¢, and
thus sz w Y1 (z;dy) — ¢(x) dpu < £ and sup, (¢(x) — Y1 (z;d)) < e. Similarly there exists a tuple
d’~ in M such that fsz(u) Y (z;d7) — ¢(x) du < e and sup, (Y~ (x;d' ) — ¢(x)) < e. Combining
these, we see that me W@ Y (z;d,) dp — me @) ¥~ (z;d 7)) dp < 2e. As these formulas have parame-
ters in M, and we can bound ¢(z) above and below with ¢~ (2;d' ™) (z) —e < ¢(z) < ¢F (25 d, ) (x) —¢,
we see that for any measure v extending p|as, we have

[ owmd e < [ s@dr< [ e dul e
Sy (M) S (U)

Se (M)

limits the value of [, S (U) ¢(z) dv to an interval of width at most 4¢ depending only on pas.
As e was arbitrary, we see that v is determined by p|ar, so p is smooth. O

Now as smooth measures are weakly orthogonal to all measures, it suffices to show that if all
generically stable measures are smooth, then the theory is distal.

Lemma 5.3. Let I = (a; : t € [0,1]) be an indiscernible segment. If for some model M containing
I, puy € M, (M) is weakly orthogonal to itself, then I is distal.

Proof. Assume that I is not distal. Then there exist points 0 < t; < to < 1 and by, by such that the
sequences I[g ;,)+b;+ (¢, 1) defined by replacing a;, with b; are indiscernible for both ¢ = 1,2, but the
sequence Ijg ¢y + b1 + I, ,) + b2 + L(1,,1) defined by making both replacements is not indiscernible.
By [2l Lemma, we may assume that tp(a, /M) = tp(b;/M) = lim(I[,,)/M) for i = 1,2, where
M is some small model containing I.

By the non-indiscernibility assumption, there is some formula ¢(y1, 21, Y2, 22, y3) and ¢, ca, c3 fi-
nite subtuples of Ijg ¢y, I(4, +,), I(t,,1) respectively such that ¢(c1,as,, 2, at,,c3) # d(c1, b1, ca, ba, c3).
Assume that ¢(c1,a4,,c2,a4,,c3) = 0 while ¢(cq,b1,c2,b2,¢3) = € > 0. Let uy be the maximum
index such that a,, € c;, let v; be the minimum index such that a,, € ca, let us be the max-
imum index such that a,, € c2, and let vo be the minimum index such that a,, € c3. Then
0<u <ty <vy Sus <ty <wy < 1.

If ¢} € (u;,v;) for each 4, then the partial type lim(/jg¢)/M) x lim(/[,¢)/M) is consistent with
¢(c1,z, 2,9, c3) = 0, because there are realizations of these limit types that could replace a;; and ay
while preserving the indiscernibility of the sequence. We will show that lim(Zjg /M) xlim(Zjg ¢, /M)
is also consistent with ¢(c1,x,ce,2,c3) = e. Let 7:[0,1] — [0,1] is an order-preserving map that
fixes all points in [0, u1] U [v1, uz] U [v2, 1], but 7(¢1) = ¢} and 7(t2) = 5. Then by the homogeneity
of U, there is an automorphism ¢ € Aut(U/) such that for all ¢ € [0,1], o(a;) = ar). We see
then that ¢(c1,0(b1),c2,0(b2),c3) = ¢, and that replacing a;; with o(by) or a;y with o(b2) leaves I
indiscernible. Thus by [2, Lemma [5.4], there are b, b5 with tp(b;/M) = lim(Ijg /M) for i = 1,2
but ¢(C17 bllv C2, b/27 CS) =&

This tells us that if J and K are the indiscernible segments obtained by linearly reindexing I}, .,]
and Iy, ., respectively, we find that pj, ux € 9, (M) cannot be weakly orthogonal. Otherwise,
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by Corollary there is an M-definable predicate ¢ (z,y) = Y v, 0;(x)0i(y) such that M E
d(c1,,c0,y,¢3) < Y(x,y), but also for any w extending puy X pr, [q (M)w(x,y) dw < e. This
cannot be true, as for any ] € [u1,v1],t5 € [ug, v2], we have ¥(ay, ay) > e, and for any w extending

Wy X i, we have

1 U1 U2
Y(x,y) dw = / / W(ag,al)dt’ dt > e.
/szy(M) (=.9) (01 —u1)(v2 —u2) Ju, Ju, (ar,a)

However, if u; and px are not weakly orthogonal, then u; is not weakly orthogonal with itself.
We see this by a proof analogous to that of Lemma@}, as piy = (v1—u1)py+(1—(vr—u1)) o, g =
(va —u2)px + (1 — (va — u2))pupo,1)\ i » and we see that for any w extending py X px, pr ® pr + (v1 —
up)(ve — ug)(w — g ® px) will also be a Keisler measure extending p; X py, which will differ from
ur ® py if we choose w # gy ® pk. O

As average measures for indiscernible segments are generically stable by Lemma, this com-
pletes the proof of Theorem O

5.1 Regularity by way of Weak Orthogonality

We now generalize the results from [I2] about the Strong Erdés-Hajnal property and regularity in
distal structures. First we will use the approach from [30] to prove a regularity lemma noncon-
structively using weakly orthogonal measures and ultraproducts, which we will prove equivalent to
distality. Then in the next subsection we will show the same results using the explicit combinatorial
approach from [12].

By Theorem we know that a theory is distal if and only if all sequences of measures p1, ..., ty
with p; generically stable for i < n are weakly orthogonal, and thus by Theorem 4.10 a theory is
distal if and only for each such tuples of measures and each predicate ¢(z1,...,z,), one of the
regularity properties from that theorem applies to ¢ over uq, ..., t,. Now we will show that in fact,
if the theory is distal, all of those properties hold in uniformly definable ways.

Lemma 5.4. Assume T is distal. Then for each definable predicate ¢(x1,. .., Tn;y) and each e > 0,
there is a finite set U of definable predicates such that each ¥ (x1,...,xn;2) € A can be expressed as
a sum of predicates of the form [, ¥i(xi;2:), and if M E T, p; € My, (M) are Keisler measures,
with p; generically stable fori < n, andb € MY, then there arey™, ¢+ € A,d_,dy € M? such that if
we write ¥ = (21,...,2n), ¥~ (w1d-) < d(ayy) <YF(23dy) and [g oy T (25de) =¥ (25d-) dp X
s X S €.

Proof. Fix ¢(x1,...,2,;y) and € > 0. It suffices to show that for some finite set ¥, and any model
M, appropriate measures pu;, and b € MY, there are ¥»~,¢%+t € ¥ and d_,d, € M#* such that
sup, ¥~ (z;d-)—¢(z;y) < §,50p, $(z;y) ¥ (widy) < § and [ ) ¥ (@1dy) — ¥ (23d-) dpn %
< X, < 5. If so, then we may simply subtract § from ¢~ and add £ to YT,

Suppose that no such finite set ¥ works. Let 3 be the set of all possible definable predicates that
can be expressed as finite sums of the form [];; ¢;(z;;2;). Let I be the set of finite subsets of ¥,
for every finite subset A € I, let SA = {A' € I: ACA'},andlet F={SCI:3A €I, SAn CS}.
This is the standard filter used in the ultrafilter proof of the compactness theorem, so there exists
an ultrafilter U extending it.

For each finite A C 3, by our contradiction assumption, there are M, 1, .. ., ft,, b such that for
all =, vt € A,d_,dy € M7,

x

max (sqp (57 (3 ) 603 up (6(a:0) 67 (2:1),

WM™

/ P (sdy) =7 (zd-) dm ><---><un> >
Se (M)
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Then we let M be the ultraproduct of all these M with the ultrafilter U, and let [i; be the ultralimits
of the measures, with b the ultraproduct of the parameters. By Lemma for i < mn, the measure
[i; is generically stable and thus smooth, so by Corollary all of these measures are weakly
orthogonal. Thus by Lemma there are actually some ¥, 9+ and J_,J+ € M?# such that

v (z;do) < ¢z y) < YH(z;dy) and fSw(M) Y (xdy) — o~ (w3d_)dpy X -+ X p, < §. Thus on a
U-large set of models M, we have

max <sgpw<x; 4) 6l ),sup o) v (w3 ),

/ P (wydy) = (wyd-) dpg x - % Hn> <
Sa (M)

w| ™

This contradicts our assumption, which made sure that on the U-large set of A containing ¥, 9™,

this quantity was greater than 3. O

We can use Lemma to make the definability and constructibility in Theorem uniform.
We state these consequences separately as a distal regularity lemma and strong Erdés-Hajnal prop-
erties. We note that also by Theorem [£.10] any of these properties implies weak orthogonality of all
generically stable measures, and thus by Theorem distality.

Theorem 5.5. Assume T is distal. For each definable predicate ¢(x1,...,x,;y) and € > 0, there
exist predicates V;(x;; z;), which can be chosen to be either definable or constructible, and a constant
C such that if pp € My, (M), ..., pun € M, (M) are such that for i < n, p; is generically stable,
be MY, and § > 0, the following all hold: The predicate [[;—, ¥i(z;;2;) defines a (£,8)-distal
reqularity grid partition for ¢(x1,...,xn;b) of size O(67).

Proof. The lemmas in the proof of Theorem all preserve the uniformity of predicates. Thus by
starting with Lemma [5.4] we see that one of a finite set of predicates can be used to define distal
regularity partitions, which we may assume is a single predicate by standard coding tricks. O

In the case where |x1| = -+ = |z,| and all of the measures are equal, we can find a common
refinement of the partitions of unity on each piece, and deal with a single partition.

Corollary 5.6. Assume T is distal. For each definable predicate ¢(x1,...,xn;y) with |z, =--- =
|zn| = ||, and € > 0, there exists a predicate V¥(x; z), which can be chosen to either be definable or
constructible, and § > 0 such that if p € M, (M) is generically stable, and b € MY, then ¢ defines
a partition P such that @_, P is a (g,0)-distal regularity partition for ¢(z1,...,xn;b), such that
|P|=0(579).

Finally, we state the characterization of distality in terms of the definable strong Erdds-Hajnal
property, generalizing [12, Theorem 3.1] and [I2] Corollary 4.6]. This follows by applying the
equivalences in the proof of Theorem to Theorem

Corollary 5.7. A theory T is distal if and only if each definable predicate ¢(x1,...,xn;y) has
the unformly definable e-strong Erdés-Hajnal property with respect to all Keisler measures py €
My, (M), ..., pn € My (M) for every e > 0.

Specifically, there exist definable predicates 1;(x;; z;) and 6 > 0 such that if p1 € My, (M), ..., p, €
M, (M) are such that for i < n, p,; is generically stable, and b € MY, then for any product
measure w of {1, ..., iy, there are d; € M* such that ;(x;;d;) are (¢(x;b),e)-homogeneous and
foi(M) Wi(xi;dy) dpg > 6 for each i.

Furthermore, for anye > v > 0, there are v¥;(x;; z;) and § > 0 such that if p; € My, (M), ..., un €
M. (M) are such that for i < n, u; is generically stable, b € MY, and w is a product measure of
U1y ..oy by Such that mel...mn(M) ¢dw > ¢, then there are d; € M such that ¢(ai,...,an;b) >

whenever ;(a;;d;) > 0 for each i, and fsz_(M) Yi(xs;d;) dp; > 6 for each 1.
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5.2 Distal Cutting Lemma

We now show how to find the predicates defining strong Erdés-Hajnal properties and distal regularity
partitions more explicitly, using techniques that are also useful for distal combinatorics.

Definition 5.8. Let ¢(z;y) be a definable predicate, and let v € 9, (M) be a generically stable
measure. Then we say that a predicate ¥ (x; z) defines a (e, d)-cutting of weight ~ for ¢(x;y) with
respect to v when there is a finite set D C M* such that inf, ), (2;d) > ~, and for each d € D,

vy osc(é(w;y), {a: laid) > 0}) > &) < 4.

A (e,d)-cutting of size at most N consists of 1(x;z) and a particular valid choice of D with
|D| < N.

Lemma 5.9 (Generalizes [12, Claim 3.5] and [I0, Theorem 3.2]). If M is distal, and ¢(x;y) is a
definable predicate, then for every e,6 > 0, there exists a v > 0 and a predicate ¢¥(x; z) that defines
a (g,0)-cutting of size at most Oy (6~ Ind~1) and weight at least vy with respect to any generically
stable measure v € M, (M).

Proof. Let M, ¢(x;y),€,6 be as above. Let 6(x; z) be a strong honest definition for ¢(x;y). Then
we define x(y; 2) = sup, (¢(z;y) — 0(w;2)) — inf, (d(z3y) + 0(2;2)).

Let C' = v /4(x(y; 2)). By Theorem there is a d-net B for the fuzzy set system (1-x)1"_ 5 |
with respect to v, with B = O (Ce™!Ine™'). This means that if d is such that x(b;d) = 0 for all
b € B, then v (x(y;d) > 5) < 4.

Because 6 is a strong honest definition, for every a € M7, there is some d € B? such that
0(a;d) =0 and for all ' € M®,b € B, 6(a’;b) > |p(a;b) — ¢(a’;b)|. Thus also for all b € B,a’ € M*,
d(a’;0) — 0(a’;d) < Pla;d) < ¢(a’;b) + 0(a’;d), so x(b;d) = 0. Let D be the set of all d € B* with
x(b;d) =0 for all b € B, and recall then that for each d € D, v (X(y; d) > %) < 5. We also find that
for any b € MY,d € D, and any a,a’ € M*, we have |¢(a;b) — ¢(a’;b)| < x(b;d) + 0(a;d) + 0(a’; d).
Now let k& be such that there exists a definable predicate 6'(x;y1,...,yr) such that for all d, if
(di,...,dy) is an initial segment of the tuple d, then |0'(2;dy, ..., dx) — 0(x;d)] < §. We find that
then there is a set Dy C D of size at most |B|¥ such that for each d € D, there is (dy,...,d;) €
Dy an initial segment of d, so for all a € M?, there is d € Dy with 6(a;d) < g. Thus also
infy Y 4ep, (i;e(x;d)) > §,s0 we let Y(z;2) = 349(x;d) and let v = §. If d € Dy, a,a’ € M* are
such that v (a;d),¢(a’;d) > 0, then 6(a;d),0(a’;d) < 5, and for all b outside a set of v-measure at

most §, x(b;d) < 5, so [¢(a;b) — ¢(a’;b)| < x(b;d) + 0(a;d) + 0(a’;d) < e. O

— 29

We can now use a cutting to prove a version of uniformly definable strong Erdés-Hajnal, and
from it distal regularity, in two variables.

Lemma 5.10. Let ¢(x;y; w) be a definable predicate, and let € > 0. Then for any 0 < 8 < ﬁ,
there are 0 < a < 1 and definable predicates i (x;21), Ya(x; 2z2) such that for any Keisler measure
€ My (M), any generically stable measure v € M, (M), and any c € M", there are dy € M*',dy €
M? such that fSI(M) 1(z;dy)dp > a, fsy(M) Ya(y;da) dv > B, and the pair 1 (x;dy), Y2 (y;da) is

(¢(z;y; ¢), €)-homogeneous.

Proof. We will prove this for some M-definable ¢(z;y) = ¢(z;y;¢). As the formulas ¢ (x; 21) and
@2(y; 22) will be constructed from a particular choice of strong honest definition for ¢(x;y), it will
suffice to show that there is some formula 0(x; z; w) such that for any ¢ € M*?, 6(x;z;¢) is a strong
honest definition for ¢(x;y;c). To do this, we find a strong honest definition for ¢(z;y,w), calling
this 6(x; z, w), where z is a tuple of copies of y, and we have set all copies of w equal.

Let s = {15—0}, and let § =1 —5(s+ 1), so that § > 0 but also 8 = 5(1%;51).

As in the proof of Lemma[5.9] let 6(z; z) be a strong honest definition for ¢(z;y), define ¢+ (y; z) =

sup, ((z;y) — 0(x;2)), ¥~ (y; 2) = info(d(x;y) + 0(x; 2)), and x(y; 2) = ¥ *(y;2) — ¢~ (y; 2). Recall
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that there is some v > 0 such that for any choice of v, there is a finite set D € M~ of size at most
Op.c(671Ind~1) such that for each de D, v(x(y;d) > 1) < b and inf, Y cp (5-6(z;d)) > £

If we let & > 0 be such that |D| > «, then there is always some d € D such that fSI(M) Y(x;d)dp >
a. We can thus let ¢ (x;dy) = ¢(x;d).

We now let f; be defined by f;(t) = 1 — |st — |, so that (fo,...,fs) is a partition of unity on
[0,1] and the support of f; is (=1, %), Thus (f;(¥ " (y;d))fj(¥~(y;d)) : 0 < 4,5 < s) forms a
partition of unity on S, (M). If b is such that f;(¢ " (b;d))f; (¢~ (b;d)) > 0, then ¢ > j — 1, and also,
S22 <y (bid) = ¢t (byd) — ¢~ (byd) < 220 Thus if x(b;d) < 1, we find that i — 5 < 3. Thus
onallsuch b, 37, . 1 o; o5 fi(¥T(b:d))f;(¥~(b;d)) = 1. The measure of such b is at least 1 — 0, so
> i jio1<ioj<3 fs any Fi (g d) f5 (¥ ( d))dv > 1—46, and thus for some 4, j with —1 <i—j < 3,

fSy(M) fz(ll) ( ))fj(qzb ( )) dv > 5(§+1) Ba so we can let 1/)2(y,d2) fz(er(ya ))fj(w ( Y ))7
using standard coding tricks to account for the finitely many choices of ¢, j.

We now check homogeneity. For all b in the support of that f; (1/)+ (y;d)) fi (¥~ (y;d)), and all a
in the support of %;9(,@; d), we have that < T — 5 < ¢(a;0) < Hs'l + §, and this interval is of width
at most 2 4+ £ < e. Thus the pair (Z—O(x,d),fl(w‘*‘(y, d)) (¥~ (y;d))) is (¢,£)-homogeneous. [

Fixing some § and setting ¢ = min(a, §), we get an actual definable strong Erdés-Hajnal state-
ment.

Corollary 5.11. Let ¢(z;y;w) be a definable predicate, and let € > 0. There are § > 0 and
definable predicates Y (x;21), a(x; 22) such that for any Keisler measure p € M, (M), any gener-
ically stable measure v € M (M), and any ¢ € M"Y, there are dy € M* ,dy € M?* such that
fSI(M) Yy (x;dy)dp > 6, fsy(M) Yo (y; da) dv > 0, and the pair ¥ (x; dy), ¥ (y; da) is (¢, €)-homogeneous.

We now use Lemmas [£.13] and [£:14] to show that if the integral of ¢ is large enough, the value
of the predicate is positive on the whole pair. This allows us to induct in dimension, and find an
alternate proof of Theorem

Theorem 5.12. For each definable predicate ¢(x1,...,2n;y) and € > v > 0, there exist definable
predicates ;(x;; z;) and & > 0 such that if uy € My, (M), ..., pn, € My, (M) are such that for i < n,
s is generically stable, and b € MY, for any product measure w of 41, . .., tn, if fs () ddw > ¢,

then there are d; € M# such that ¢(aq,...,an;b) > v whenever v¥;(a;;d;) > 0 fmn each i, and
fsmA(M) Yi(xi;d;) dp; > 0 for each i.

Proof. For a base case, we start with Corollary and then applying Lemmas and
recalling that all localizations of generically stable measures are generically stable by Corollary [2:26]

Now assume that this holds all predicates with variables partitioned in n pieces, and consider
d(x1,.. ., Tn, Tpy1;y). We repartition it as ¢(x1,...,Zn;Tnt1;y), and apply the base case to this
binary predicate, getting some ¥(x1,...,2Zn;2), Ynt1(Tni1;2n+1) such that for any measures p €
My zn (M), piny1 € My, (M) with p generically stable, any product measure w of j, pin41, and
any ¢ € MY, if fszl___szrl(M) ¢(r1,. .., Tyy1;¢)dw > €, then there are d € M*?,d, 11 € M*+! such

that ¢(aq,...,ant1;¢) > v whenever ¥(ay,...,a,;d) > 0 and ¥, 41(ant1;dnt1) > 0, and as far as
integrals, mel_._mn(M) V(21 ..o 703 d) dp > 6o and fsmnﬂ(M) Ynt1(Tnt1; dnt1) dpiny1 > do-

Now we can apply the induction hypothesis to ¥ (z1,...,z,; 2), getting predicates 1;(x;; z;) for
1 < i <n and some d; > 0 such that such that for any measures y; € 9M,, (M) with each y; generi-

cally stable, any product measure w of the y;s, and any d € M?, if fS]T (A1) (1, .., 20 d) dw >

do there are d; € M*: such that ¢(a1,...,a,;d) > 0 whenever %(az, d;) > 0 for each i, and for each
1, fswi(M) wi(xi; di) dp; > 1.

We now let 6 = min(dg, 61). For any ¢ € MY, generically stable measures p; € M, (M) for 1 <

i < n, and measure fi,41 € M, (M), and any product measure w of the y;s, we let 11 be the restric-

tion of w to the variables x; ...z,. As u is a product measure of the p1, ..., tt,, and these measures
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are smooth, it is g3 ® - - - ® iy, which is itself smooth. Thus there are d, d,,+1 such that on the sup-
port of (@1, ..., Tn; A)Ypt1 (Tng1idntr), (@1, T0i0) 27, g (M) U1 (Tpg15dng) dpin g1 >
dg > 9, and szl...zn(M) (a1, ..., xn;d)dp > §p. From this last integral, we see that there are d;
for 1 < i < n such that on the support of [[_, ¥i(zi;d;), ¥(21,...,2n;d) > 0, so on the support of
[17) vi(wis di), d(@1, ..., ap5¢) > 7. Also, for each i, fSw,i(M) Yi(wisd;) dp; > 61 > 6. O

Now by the equivalences in the proof of Theorem this gives us another proof of Theorem

5.3 Equipartitions

In classical logic, by [12, Corollary 5.14] and [30}, Proposition 3.3], distal regularity partitions can be
chosen to be equipartitions, where the measures of each piece are approximately equal. In the case of
[0, 1]-valued partitions of unity, it is trivial to split a partition of unity into pieces of approximately
equal integral. However, it is not so easy to repartition a partition into sets of approximately equal
measure, and this will require uniform cutting of generically stable measures. In this subsection, we
check that we can modify our results about constructible partitions to work with equipartitions in
a uniformly constructible way.

Lemma 5.13. In a distal structure M, if u € M, (M) is a generically stable measure andp € S, (M)
a type with u({p}) > 0, then p is realized in M.

Proof. By Theorem [5.2} y is smooth, so by Corollary [2.26] the localization measure py,) =, is
smooth as well. A type that is smooth over M as a measure is realized in M, because any nonrealized
type has multiple realizations, each of which would be a valid extension. O

Lemma 5.14. Any distal structure M uniformly cuts generically stable measures. That is, for every
definable predicate ¢(x;y) and € > 0, there is a definable predicate x(x; z) such that if p € M, (M)
is a measure such that for all a € M*, p({a}) =0, and 0 < r < p(Pp(M)), then there exists c € M*
with |p(p(M) N x(M;c)) —r| <e.

Proof. Tt suffices to show this for the trivial predicate ¢(z) = 0, because we can simply replace
with its localization to ¢(M), and replace r with aeny- This works unless w(p(M)) = 0, when
this is still trivial.

Now fix p. Let p € S,(M) be a type. Assume for contradiction that u({p}) > 0. Then by
Lemma [5.13] p is realized, contradicting our assumption on p, so u({p}) = 0, and y is atomless. As
u is also regular, if p € S, (M), then there must be an open set U C S, (M) containing p such that
w(U) < e. We can express U as ¢(x) < ¢ for some M-definable predicate ¢(z) and § € [0,1]. As
P(p) < 6, there is some ¥(p) < ¢’ < §, so if we let U, be the open set defined by 9 (z) < ¢’, and let
F, be the closed set defined by ¢ (z) < ¢’, we find that p € U, C F,, and u(F,) < u(U) <e.

By compactness, S (M) can be covered with finitely many open sets U,,. In fact, there is some K
where in can be covered with at most K many open sets U,,, where the sets F}, are uniformly definable
as x(M;c) for various parameters ¢ € M?. We show this by contradiction. For each finite set F'
of pairs (K, x(z;2)), find a generically stable measure pp such that this fails for each (K, x) € F.
By taking an ultraproduct of these counterexamples according to an appropriate ultrafilter, as in
the proof of Lemma we find a generically stable measure p such that this fails for every K and
every definable predicate xi(x;z). This gives a contradiction, as for every u, there is some finite
cover of open sets U, contained in closed sets F},, and by the standard coding tricks, a single formula
X1(; ) can be used for each F), in the finite cover.

We can then find a formula x(x; z) such that for any k < K and any ¢y, ..., g, there is some ¢ such
that x(M; ¢) = U, <, x1(M; ¢;). We can cover S, (M) with closed sets x1(M;c1), ..., x1(M;ck), each
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of measure at most ¢, and assume that ¢y, . . ., ¢, form a minimal subset such that M(Uf;l X(M;cp)) >
r. By minimality, we have that \M(Ule X(M;cp)) —r| <e. O

Lemma 5.15. Any distal structure M uniformly cuts finite sets. That is, for every definable
predicate ¢(x;y) and € > 0, there is a definable predicate x(x; z) such that for any sufficiently large
finite set A C M*, any b € MY, and any 0 < m < |¢p(A;b)|, either |¢p(A;b) = 0| or there is some
c € M? such that

[¢(Asb) Nx(As)  m ’
‘ [6(A:b)] oA D) =°

Proof. Tt is enough to show this for ¢(z;y) which is uniformly 0. Specifically, we will show that for
all € > 0, there is a definable predicate x(z;z) such that for any sufficiently large finite set A C M~*,
any b € MY, and any r € [0,1], there is some ¢ € M# such that

otk |,

We can then apply this with ¢(A4;b) in place of A, and r = W(Tgiab)l‘

Assume for contradiction that this does not hold. Let (4,,7r,) : n € N be a sequence of
counterexamples, with |A,| > n for each n. That is, for any predicate x(x; z), any ¢ € M* and any
n €N,

‘ IX(An; 0]

IA\

Now let u, be the uniform measure on A,, for each n. Fix a nonprincipal ultrafilter on N, and let
1 be the ultraproduct of the p,s, and r € [0, 1] be the ultralimit of the r,s. Then y is a generically
stable measure with u({c}) = 0 for each ¢. Thus Lemma applies. Let x(x;z) be as given by
that lemma, but with § substituted for . Then there exists some sequence (c, : n E N) such that if
c is the element of the ultraproduct representing that sequence, |u(x(M;c)) —r| < §, and thus also
on a large set of indices n, |u(x(M;c,)) — rn| < €. However, for each such n,

—Trp| > €.

X (An; cn)

ln(x(An;cn)) —rnl = —Tnj,
| Ayl

contradicting the choice of (A4,,7,). O

Having seen that distal structures uniformly cut finite sets, we can make the partition in Corollary
a uniformly constructible equipartition, as in [I2, Corollary 5.14].

Corollary 5.16. Let ¢(x1,...,2x) be a definable predicate where each x; is a copy of the same
variable tuple x, and fix € > 0. Then there is a constructible predicate (x; z) and some C > 0 such
that the following holds:

For any generically stable measure yu € M, (M) such that p({a}) = 0 for all a € M*, and any
7,6 >0, v defines a constructible (¢, 8)-distal regularity partition P of M* of size at most O(6~°),
such that each cell in P is uniformly (in terms of ¢,&,0,v) constructible over a set of parameters of
size O(6~C), such that for any two sets A, B € P, |u(A) — u(B)| < .

Proof. We start with ¢(x; z) and C' > 0 as given by Theorem with § playing the role of e. (This
¥ and C will not be the final ¢ and C.) Fix p,~,4d.

We can use the same repartitioning argument from the proof of [I2, Corollary 5.14] to form
an equipartition, using the predicate y from Lemma to cut the measure u. The resulting
equipartition will consist of boolean combinations of pieces from the previous partition and x-
zerosets, and thus with the usual coding tricks, are uniformly constructible. O
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