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A central goal of modern model theory is to classify and understand first-order structures

through studying the combinatorial properties of their definable sets, Conversely, model-

theoretic properties can shed light on the behavior of interesting families of sets, such as

semialgebraic families, which happen to be definable in well-behaved structures. This dis-

sertation studies one such model-theoretic property, distality, as it manifests in the combi-

natorics of definable sets, and in continuous logic, where definable sets are generalized to

real-valued functions.

In Chapter 2, we calculate explicit bounds on the sizes of distal cell decompositions for

definable sets in a variety of distal structures. These lead to incidence combinatorics bounds

in exponential-polynomial and p-adic settings. In Chapter 3 and Chapter 4, we develop a

theory of distality in continuous logic. This begins with a study of the combinatorics of NIP

metric structures, building on earlier work by Ben Yaacov and results from statistical learning

theory. We also develop a theory of generically stable Keisler measures in continuous logic,

allowing us to generalize combinatorial statements from just pertaining to finite counting

measures. We then generalize many definitions of distal structures to the continuous logic
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context, showing that under an NIP assumption, they are all equivalent. These allow us

to study distal metric structures through the perspectives of indiscernible sequences, strong

honest definitions, distal cell decompositions, Keisler measures, and an analytic regularity

lemma. Finally in Chapter 5, joint work with Itäı Ben Yaacov, we present examples of distal

metric structures that are unique to continuous logic, including real closed metric valued

fields and dual linear continua.
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CHAPTER 1

Introduction

The school of model theory called neostability classifies first-order structures based on combi-

natorial properties. Several of these properties can be defined in terms of the graph-theoretic

structure of definable sets. If M is a structure in a language L, then a definable set is the so-

lution set of a formula written with the symbols of L and logical connectives. For instance,

when M is an algebraically closed field, these are the constructible sets, and when M is

the ordered field R, these are the semialgebraic sets. These definable sets are considerably

better-behaved than arbitrary subsets of Cn or Rn, as our deep understanding of algebraic

geometry indicates. Neostability generalizes this setting with several dividing lines between

such “tame” structures, where all definable sets are well-behaved, and “wild” structures, the

domain of Gödelian self-reference and paradoxical decompositions.

Of these tame kinds of structure, the most work has been done studying stable struc-

tures. These are the structures such as algebraically closed fields, where no definable relation

linearly orders an infinite set. Generalizing stability, both R and C are examples of NIP struc-

tures, defined by all definable binary relations having finite VC-dimension. The assumption

of NIP is enough to prove a suite of combinatorial properties of definable sets, but there are

dividing lines describing the combinatorics of semialgebraic sets in finer detail.

Some of these properties can be phrased in terms of incidence problems : Given a finite

set of points and a finite set of curves in the plane or higher dimensional space, count the

maximum number of incidences : times when one of the points lies on one of the curves. Most

frequently, these curves are semialgebraic sets, given by a bounded number of polynomial
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inequalities of bounded degree - from a model-theoretic perspective, they are defined by the

same formula. These incidence problems have been used to solve major problems such as

Erdős’s distinct distances problem.[GK15] They are best approached with variations on the

polynomial method, where space is carefully partitioned into regions containing only a small

subset of the points and curves. The incidences are counted region-by-region, and these

contributions are summed together.

Model theory can be used throughout this process - for instance, the VC-dimension

of the family of curves, which is finite by NIP, can be used to count incidences in each

region of the partition. However, much of the combinatorial structure of semialgebraic

sets appearing in incidence combinatorics comes from stronger model-theoretic properties

connected to partitioning. One partitioning strategy starts with this fact about R: given

finitely many semialgebraic curves from a uniformly definable family, we can partition space

with uniformly definable pieces so that the regions are not crossed by any of our curves.

This partition is an example of a distal cell decomposition for the semialgebraic sets. We call

a structure distal when all its definable sets have these cell decompositions. These can be

used in a general polynomial method-like strategy, using a distal cutting lemma[CGS20] to

prove combinatorial properties such as incidence bounds, NIP, and the strong Erdős-Hajnal

property.[CS18]

The strong Erdős-Hajnal property can be viewed as a particularly strong version of

Ramsey’s theorem for definable relations, or as the first step towards a distal version of

Szemerédi’s regularity lemma. In its full generality, the regularity lemma partitions the

vertices of an arbitrary finite graph into a regularity partition. The graph behaves like

an easily understood pseudorandom bipartite graph between nearly every pair of pieces of

this partition. In the case when the graph is definable in a tame structure, more can be

said. Graphs definable in NIP structures require far fewer pieces to the partition, and the

behavior of the graph on the “good” pieces is even more constrained.[CS21] If the structure is

stable, no exceptional pairs of partition pieces are needed.[MS14] Distality, on the other hand,
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strengthens the NIP regularity lemma by guaranteeing that the graph is a complete bipartite

graph, or has no edges at all, between most pairs of partition pieces. These regularity lemmas

are versatile tools for understanding definable graphs, and provide one of the clearest ways

to compare model-theoretic properties.

The combinatorial results above apply well to finite definable graphs, but these regularity

lemmas and the distal cutting lemma apply in a wider context. Rather than counting ele-

ments of finite sets, we can measure arbitrary definable sets with respect to Keisler measures.

These real-valued generalizations of types are natural to use in model-theoretic arguments.

For instance, they are closed under ultraproducts, making them the logical generalization of

counting measures to pseudofinite contexts. As with types, there are many different kinds of

Keisler measures - to take full advantage of NIP or distality, we will focus on a particularly

well-behaved class, the generically stable measures. These turn out to be the correct model-

theoretic setting for many combinatorial results, and are of purely model-theoretic interest,

as they can be used to characterize NIP and distal structures in their own right.

Keisler measures are not the only useful real-valued generalization of model-theoretic

objects. The results of neostability can be applied to even more examples by extending the

theory to continuous logic. This replaces the structures of classical first-order logic with

metric structures : complete bounded metric spaces imbued once more with logical symbols

in a specific language, but where formulas now evaluate to real number values in a continuous

way. The monograph which first presented a full introduction to continuous logic, [BBH08],

provides examples of stable metric structures, such as infinite-dimensional Hilbert spaces

and atomless probability algebras. However, despite work extending the definition of NIP

to continuous logic in [Ben09], there are still few examples of metric structures that are

NIP and unstable, other than discrete structures and their randomizations. One goal of this

dissertation is to change this, by introducing distality to continuous logic and providing some

examples of distal metric structures.

Continuous logic also provides an even more natural setting for studying regularity lem-
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mas. While the stable, NIP, and distal regularity lemmas were all originally phrased for

graphs, they can be extended to analytic regularity lemmas, replacing the graphs with real-

valued functions.[LS07] These are broken into a sum of a structured part, a pseudorandom

part, and an error part. Now if we assume the real-valued function is a definable predicate

in some metric structure, we are again able to deduce stronger regularity lemmas when the

structure is NIP[LS10], n-dependent[CT20], or stable[CCP24]. In this dissertation, we will

revisit the NIP analytic regularity lemma and prove a distal analytic regularity lemma.

1.1 Outline

In Chapter 2, we explore explicit combinatorial consequences of distality. In any distal

structure, definable relations admit distal cell decompositions, which set up an array of

combinatorial tools, including the distal cutting lemma.[CGS20] This cutting lemma can

be used to bound the number of edges in a definable bipartite graph omitting a specific

complete bipartite subgraph. This special case of Zaranciewicz’s problem has been used, in

the context of semialgebraic sets, to solve many combinatorial problems involving incidences

(see for instance [She22]). In order to get practical combinatorial bounds, the number

of cells in the distal cell decompositions must be estimated. In Chapter 2, we establish

such bounds in a variety of distal structures. This begins with a method for extrapolating

from one-dimensional distal cell decompositions to decompositions for higher dimensions.

Then bounds are found for one-dimensional distal cell decompositions in (weakly) o-Minimal

structures as well as both a strong vector space structure and the standard valued field

structure on Qp.

Chapter 2 is a reprinting, with slight modifications, of [And23a] (Copyright © 2023,

Cambridge University Press, reprinted with permission).

In the subsequent chapters, we study distality in the context of continuous logic. Chapter

3 starts by expanding the the study of NIP metric structures started in [Ben09]. In discrete
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logic, NIP is defined by all definable relations having finite VC dimension. There are several

generalizations of VC dimension to real-valued functions, and we check that all of these

give the same notion of NIP for metric structures. We then generalize other combinatorial

properties of classes with finite VC dimension, such as ε-nets and the (p, q)-theorem to the

real-valued case. These combinatorial facts let us prove the existence of uniform honest

definitions for NIP metric structures.

This framework for studying NIP metric structures lets us approach distality. Distal

structures can be defined using properties of indiscernible sequences or invariant types

[Sim13], or the existence of strong honest definitions [CS15] or distal cell decompositions

[CGS20]. We generalize these definitions of distality to continuous logic, and prove them

equivalent, using the real-valued (p, q)-theorem again to find uniform strong honest defini-

tions.

In Chapter 4, we extend more characterizations of distality to the metric structure setting:

smoothness of generically stable measures, the definable strong Erdős-Hajnal property, and

the distal regularity lemma. These are all stated in terms of Keisler measures, so we first

establish more background on their behavior in NIP metric structures, including proving that

the equivalence of the many definitions of generically stable measures holds in this setting.

Chapter 5, joint work with Itäı Ben Yaacov, finds some examples of distal metric struc-

tures. One source of examples are metric valued fields [Ben14]. By analyzing indiscernible

sequences, we are able to show that real closed metric valued fields are distal, from which

we conclude that algebraically closed metric valued fields, while stable, have the strong

Erdős-Hajnal property. We find another example in topological dynamics. Specifically, we

study a metric structure whose automorphism group is the well-understood Polish group

Hom+([0, 1]) of increasing homeomorphisms of [0, 1]. It was shown in [Iba16] that any such

structure would be NIP and highly unstable, and further properties of this structure were

established in [Ben18]. In this chapter, we shed further light on this structure, including

characterizing the models of its theory, which we call Dual Linear Continua, up to isomor-
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phism. We are able to characterize their indiscernible sequences and prove that they are

distal, as well as constructing explicit distal cell decompositions.

1.2 Preliminaries

Each chapter has been written to be mostly self-contained, but we will introduce some general

notation and background in the rest of this introduction. The primary goal is to present a

summary of the study of distal structures, which will be examined quantitatively in Chapter

2, and generalized to continuous logic in Chapters 3, 4, and 5.

1.2.1 Continuous Logic

Our continuous logic constructions follow the conventions of the monograph [BBH08]. We

will give an overview of some of the basic definitions and notation we use, but the reader

unfamiliar with continuous logic should consult [BBH08] for the full definitions. The first

chapters of [Han20a] provide an alternate exposition, which we also recommend, although

some terminology is different. For more background on the interaction between continuous

logic and NIP, see Chapter 3. For more background on Keisler measures in continuous logic,

see Chapter 4.

We start by reviewing the most basic definitions of continuous logic:

Definition 1.2.1 (Metric Structures). A metric language is defined just as a language in

classical logic, but each (function or relation) symbol is assigned a positive real Lipschitz

constant.

A metric structure in a given language consists of:

• A complete bounded metric space M

• For each n-ary k-Lipschitz function symbol, a k-Lipschitz function Mn →M
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• For each n-ary k-Lipschitz relation symbol, a k-Lipschitz function Mn → [0, 1].

In discrete first-order logic, formulas are defined purely recursively. In many formaliza-

tions of continuous logic, it is easier to recursively construct a dense set of “formulas”, and

then close this set under uniform limits. There are different notations for these two classes of

formulas, the dense set and its closure, but we will call the dense set, constructed recursively,

formulas, while their closure will be the space of definable predicates. Because the interpre-

tations of definable predicates can depend on infinitely many variables, we will frequently

deal with variable tuples of countably infinite length. As if x, y are countably infinite tuples,

|x| equals |x, y|, we shall just refer to the relevant cartesian products of a set M as Mx and

Mx ×My, rather than M |x| or M |x,y|.

We use this recursive definition for formulas:

Definition 1.2.2 (Formulas). A term is constructed by applying formula symbols to vari-

ables recursively, as in discrete logic.

An atomic formula is constructed by either applying an n-ary relation symbol to n terms,

or applying the metric symbol d(x, y) to two terms.

A formula on some tuple x of variables is something recursively constructed using the

following operations:

• An atomic formula is a formula

• A combination u(φ1, . . . , φn) of formulas is a formula, where u : [0, 1]n → [0, 1] is a

continuous function

• If φ(x, y) is a formula and y is a single variable, then supy φ(x, y) and infy φ(x, y) are

formulas on x.

These symbols can be naturally interpreted in a given metric structure M - the Lipschitz

continuity assumptions that we have made are one way of guaranteeing that these interpre-

tations will be continuous. When we speak of continuity, we will understand M as having
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the metric topology, and Mx as having the product topology. If x is finite, we will also think

of Mx as a metric space using the sup metric.

Fact 1.2.3 (Interpretations of Terms and Formulas are Continuous). Terms and formulas

can be naturally interpreted in a given metric structure M . The interpretation of a term t(x)

is a continuous function Mx →M , while the interpretation of a formula φ(x) is a continuous

function Mx → [0, 1].

Also, the value of a given term or formula depends only on finitely many of the variables

in the tuple x.

Given a metric structure M , some tuple a ∈Mx, and some set B ⊆M , the type tp(a/B)

records the value φ(a, b) for every formula φ(x; y) and tuple b ∈ By. We refer to [BBH08]

for the construction of the type space Sx(B) in which such types belong, but we recall some

of its properties:

Fact 1.2.4 (Type Spaces). For any metric structure M and set B ⊆ M , the type space

Sx(B) is a compact Hausdorff space.

Each type in Sx(B) can be realized in an elementary extension of M .

For each formula φ(x; y) and b ∈ By, the function φ(x; b) sending a type p to the value

φ(a; b) where a realizes p in an elementary extension of M is well-defined and continuous.

In fact, the topology on Sx(B) is the coarsest such that all of these functions are continuous.

In discrete logic, each clopen set of a type space is defined by some formula. Characteristic

functions of clopen sets are exactly continuous functions to the discrete space {0, 1}, so we

find that formulas with parameters in B (up to logical equivalence) are in correspondence

with continuous functions Sx(B) → {0, 1}. Our definition of formulas will not precisely

correspond to continuous functions Sx(B)→ [0, 1] - these are the larger, and arguably more

important class of definable predicates :

Definition 1.2.5 (Definable Predicates). If M is a metric structure and B ⊆M , a definable

predicate with parameters in B is a continuous function Sx(B)→ [0, 1].
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These are precisely the uniform limits of formulas, when treated as functions Sx(B) →

[0, 1].

In classical model theory, we frequently use the notation φ(M ; b) to indicate the subset

of Mx defined by the formula φ(x; y) using the parameter b ∈My. For a definable predicate

φ(x; y) in continuous logic, we define φ(M ; b) as the subset of Mx on which φ(x; b) = 0. For

other r ∈ [0, 1], we will use the notations φ≤r(M ; b) and φ≥r(M ; b) to denote the sets where

φ(x; b) ≤ r and φ(x; b) ≥ r. Given any condition (an inequality or equality of definable

predicates), we will use notation such as [φ(x) ≥ r] to denote the subset of a type space

Sx(B) where that condition is true.

1.2.2 Monster Models

Throughout this dissertation, we will usually work in the context of a monster model of any

given theory, possibly in continuous logic. For any language L and L-theory T , we let κ be

a cardinal larger than |L|, and let U be a κ-saturated and κ-strongly homogeneous model of

T . Constructing an appropriate κ and the model U requires some set-theoretic technology

which we will not recount here - see for instance [HK23] for details. When we refer to a

small set A ⊆ U or a small model M � U , we are assuming that |A|, |M | < κ, or that

U is |A|+, |M |+-saturated. In the context of continuous logic, the relevant measure of the

“size” of a subset of U is its density character with respect to the metric on U , so we define

smallness as having a dense subset of size < κ.

1.2.3 NIP

Most of this thesis will take place in the combinatorially tame context of NIP structures.

To approach these, we start by defining VC-dimension, and several associated definitions for

arbitrary families of subsets of a given set. Some of these definitions will be revisited and

extended to describe distal structures in Chapter 2, and Chapter 3 will examine fuzzy and
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real-valued generalizations of these concepts.

Definition 1.2.6 (Shatter functions and VC-dimension). Let F be a family of subsets of a

set X.

• For any finite A ⊆ X, let F ∩ A = {S ∩ A : S ∈ F},

• For finite A ⊆ X, let πF(A) = |F ∩ A|

• For n ∈ N, let πF(n) = maxA⊆X,|A|=n πF(A)

• Define the VC-dimension of F to be the largest n ∈ N such that πF(n) = 2n, or ∞ if

this is true for all n.

The function πF(n), called the shatter function of F , can be understood through the

dichotomy of the Sauer-Shelah lemma:

Fact 1.2.7 (Sauer-Shelah Lemma [Sau72, She72, CV71]). Let F be a family of subsets of a

set X. One of the following holds:

• For all n, πF(n) = 2n (that is F has infinite VC-dimension)

• For all n, πF(n) ≤
∑d

k=0

(
n
k

)
= O(nd), where d is the VC-dimension of F .

This polynomial growth inspired another definition, named VC-density in [ADH16].

Definition 1.2.8 (VC-density). Let F be a family of subsets of a set X. The VC-density

of F is

lim sup
n→∞

log πF(n)

log n
.

The VC-density is connected to the VC-dimension by the following corollary of Sauer-

Shelah:

Corollary 1.2.9. Let F be a family of subsets of a set X. One of the following holds:
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• The VC-dimension and VC-density of F are both infinite

• The VC-dimension and VC-density of F are both finite, and the VC-density is bounded

by the VC-dimension.

We give a name to the finite-dimension side of this dichotomy:

Definition 1.2.10 (VC-classes). Let F be a family of subsets of a set X. We call F a

VC-class, or dependent, when the VC-dimension (or equivalently, the VC-density) is finite.

These VC-classes notably satisfy a uniform law of large numbers. To state them more

easily, we consider ε-approximations, which are finite tuples whose counting measures ap-

proximate a given measure with respect to a specific class of sets.

Definition 1.2.11 (ε-approximations). Let F be a family of subsets of a set X, let ε > 0,

and let µ be a probability measure on X with respect to which every set of F is measurable.

For any tuple (a1, . . . , an) ∈ Xn and S ∈ F , let

Av(a1, . . . , an;S) =
1

n
|{i : ai ∈ S}| .

Then a tuple (a1, . . . , an) ∈ Xn is an ε-approximation to µ when for all S ∈ F ,

|Av(a1, . . . , an;S)− µ(S)| ≤ ε.

This uniform law of large numbers is usually called the VC-Theorem after its discoverers,

the authors of [CV71].

Fact 1.2.12 (The VC-Theorem [CV71]). Let (X,µ) be a finite probability space, and F a

VC-class of subsets of X. Then for ε > 0, let Aεn be the set of ε-approximations to F with

respect to µ. Then

lim
n→∞

µn(Aεn) = 1.
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Logical formulas naturally induce families of sets, which may or may not be VC-classes.

When they are, we use the term NIP, for “not the independence property.”

Definition 1.2.13 (NIP). In the context of a theory T , we say that a formula φ(x; y) is

NIP when the family

{{a : M � φ(a; b)} : b ∈My}

is a VC-class in every model M � T .

Let πφ(n) denote the shatter function for this class induced by φ - this implicitly depends

on the choice of model M .

When every formula φ(x; y) is NIP, then we call the theory T NIP also.

Chapter 2 deals mostly with the dual case.

Definition 1.2.14 (Dual Shatter Function). If φ(x; y) is a formula, let φ∗(y;x) be the dual

formula, the same formula with the order of the variables reversed.

Also define π∗φ(n) to be the shatter function for φ∗.

The following equivalent form is given as the definition of π∗φ in Chapter 2:

Fact 1.2.15 (Dual Shatter Function Through Types). Given a formula φ(x; y) and a struc-

ture M , then

π∗φ(n) = max
B⊆M |y|,|B|=n

|Sφ(B)|,

where Sφ(B) is the space of all complete φ-types over B.

For defining VC-classes and NIP, it does not matter whether we concern ourselves with

a formula or its dual:

Fact 1.2.16 (Folklore, see [ADH16, Lemma 2.5].). The formula φ(x; y) is NIP if and only

if its dual is.

We can also define NIP structures in terms of indiscernible sequences:
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Fact 1.2.17. A theory T is NIP if and only for all models M � T , indiscernible sequences

(an : n ∈ N) indexed by N in M |x|, and all φ(x; b) with b ∈ M |y|, the sequence φ(an; b) of

truth values is eventually true or eventually false.

This kind of definition in terms of indiscernible sequence is one of the easiest to translate

to continuous logic, as seen in [Ben09], which we will use in Chapter 3.

For some examples, NIP structures include stable structures such as

• sets in the empty language

• vector spaces over a fixed field

• algebraically closed fields

and others, such as algebraically closed valued fields, and distal structures, which we will

examine shortly in Subsection 1.2.5.

One relevant property of NIP formulas, which can be strengthened in the case of distal

structures, is the presence of honest definitions.

Definition 1.2.18 (Honest Definitions). Let A ⊆ Mx, and let (M,A) � (M ′, A′) be an

elementary extension of the structure (M,A) with a relation symbol for A. Let φ(x; b) be

an M -formula, and let ψ(x; d) be an A′-formula. We say that ψ(x; d) is an honest definition

for φ(x; b) over A when

• for a ∈ A, M � ψ(a; d) ⇐⇒ M � φ(a; b)

• for a ∈ A′, M � ψ(a; d) =⇒ M � φ(a; b).

If the same formula ψ(y; z) works for any choice of M,A, b with |A| ≥ 2, then we call

ψ(x; z) an honest definition for φ(x; y).

We will only need the version in [CS13, Theorem 11], which assumes the whole theory is

NIP, but [BKS24, Corollary 5.23] constructs honest definitions for individual NIP formulas.
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Fact 1.2.19 (Honest Definitions [CS13, Theorem 11]). A theory T is NIP if and only if

every formula φ(x; y) admits an honest definition ψ(x; z).

Honest definitions were originally used in a proof that the Shelah expansion of an NIP

theory is NIP.

Fact 1.2.20 (The Shelah Expansion [CS13, Corollary 1.10]). If M is an L-structure, let

MSh be the expansion of M by relations for all externally definable sets: sets of the form

φ(M ; b) where b lies in an elementary extension of M .

If M is NIP, then MSh admits quantifier elimination in this language and is NIP.

Honest definitions can also be stated in a more finitary form, which gives the following

useful corollary:

Fact 1.2.21 (UDTFS [CS15, Theorem 15]). A theory T has NIP if and only if every formula

has UDTFS (Uniform Definability of Types over Finite Sets):

We say that φ(x; y) has UDTFS if there is θ(x; z) such that for every finite A and a there

is b ∈ A such that φ(A, a) = θ(A, b).

1.2.4 Keisler Measures

Continuous logic is not the only way to generalize model theory to take real truth values.

Types can also be generalized to Keisler measures. They can be defined as finitely-additive

probability measures on boolean algebras of definable sets, but we will use this definition

(see [Sim15, Section 7.1] for a discussion of the equivalence).

Definition 1.2.22 (Keisler Measures). A Keisler measure µ over a set A ⊆ U is a regular

Borel probability measure on the type space Sx(A). We call the space of such measures

Mx(A).

For a formula φ(x) with parameters in A, we will use the simple notation µ(φ(x)) for the
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measure of the subset of the type space φ(x) defines. We will use one consequence of the

definition in terms of finitely-additive probability measures:

Fact 1.2.23. A Keisler measure µ ∈Mx(A) is uniquely determined by the measures µ(φ(x))

of formulas φ(x) with parameters in A.

We say that these generalize types, because for any type p ∈ Sx(A), there is a corre-

sponding Dirac measure δp ∈ Mx(A). Much like types, these can be classified many ways,

and we will frequently have to restrict our attention to particularly well-behaved classes of

measures.

Definition 1.2.24 (Kinds of Keisler Measures). Let µ be a global Keisler measure, and let

A ⊆ U be a small set, and M � U a small model.

• We say µ is A-invariant when for any tuples a ≡A b in Uy, and any formula φ(x; y) ∈

L(A), µ(φ(x; a)) = µ(φ(x; b)). Equivalently, any automorphism of U fixing A preserves

µ.

• If µ is A-invariant, define the map F φ
µ,A : Sy(A) → [0, 1] by F φ

µ,A(p) = µ(φ(x; b)) for

b |= p.

• We say µ is A-Borel definable when it is A-invariant and for all φ(x; y) ∈ L(A), the

map F φ
µ,A is Borel.

• We say µ is A-definable when it is A-invariant and for all φ(x; y) ∈ L(A), the map

F φ
µ,A is continuous (and thus a definable predicate).

• We say µ is finitely satisfiable A when µ is in the topological closure of the convex hull

of the Dirac measures at types of points in A.

• We call a definable, finitely satisfiable measure dfs.
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• We say µ is finitely approximated in M when for every ϕ(x; y) ∈ L(M) and every

ε > 0, there exists a tuple (a1, . . . , an) ∈ (Mx)n which is a ε-approximation for the

family {ϕ(x; b) : b ∈ Uy} with respect to µ. We abbreviate this property as fam.

• We say µ is a frequency interpretation measure over M when for every ϕ(x; y) ∈ L(M),

there is a family of formulas (θn(x1, . . . , xn) : n ∈ ω) with parameters in M such that

limn→∞ µ
(n)(θn(x1, . . . , xn)) = 1, and for every ε > 0, for large enough n, any ā ∈ (Ux)n

satisfying θn(ā) is a ε-approximation to ϕ(x; y) with respect to µ. We abbreviate this

property as fim.

• We say µ is smooth over M when for every N with M � N , there exists a unique

extension µ′ ∈Mx(N) of µ|M .

We now define product measures.

Definition 1.2.25 (Product Measures). Let µ ∈ Mx(A), ν ∈ My(A) be measures. Then a

measure ω ∈Mxy(A) is a product measure of µ and ν when for every formula φ(x)ψ(y) with

parameters in A, we have

ω(φ(x)ψ(y)) = µ(φ(x))ν(ψ(y)).

Note that not every measure on xy extending µ and ν is a product measure, a significant

subtlety that doesn’t arise when studying types. Also, this product is not usually uniquely

determined. When it is, this is an important property of the measures:

Definition 1.2.26 ((Weak) Orthogonality). Let µ ∈Mx(A), ν ∈My(A) be measures. Then

µ and ν are weakly orthogonal when they have a unique product measure ω ∈ Mxy(A). In

the case of global measures (measures over U), we simply call them orthogonal.

For a unique way of defining product measures without assuming any orthogonality, we

turn to the Morley product:
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Definition 1.2.27 (The Morley Product). Given an A-Borel definable measure µ and a

global measure ν, let µ⊗ ν be the measure such that

µ⊗ ν(φ(x; y)) =

∫
Sy(A′)

F φ
µ,A′(y) dν|A′

where φ(x; y) is a formula, and A′ contains A and the parameters of φ.

In the NIP context, many important definitions coincide, and we call measures satisfy-

ing those properties generically stable. These turn out to be the natural generalization of

counting measures in many combinatorial statements, as they satisfy a definable version of

the VC-theorem (fim). They also are simple in basic model-theoretic terms (dfs), and their

Morley products act much like probability measures of independent identically distributed

variables.

Fact 1.2.28 (Generically Stable Measures [HPS13, Theorem 3.2]). Assume T is NIP. For

any small model M ⊆ U , if µ is a global M-invariant measure, the following are equivalent:

1. µ is fim over M

2. µ is fam over M

3. µ is dfs over M

4. µ(x)⊗ µ(y) = µ(y)⊗ µ(x)

5. µ(ω)(x0, x1, . . . )|M is totally indiscernible.

Perhaps the most important tool in model theory is the ability to realize types. The

closest analog we have for measures to a realized type is a smooth measure, as realized types

are exactly the types that admit unique extensions. In the NIP context, we can find smooth

extensions, allowing us to generalize many arguments involving realizing types:

Fact 1.2.29 (Smooth Extensions [Kei87, Theorem 3.26]). Each Keisler measure µ ∈Mx(M)

over a small model M admits a smooth extension over some M � N .
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Smooth measures are weakly orthogonal to all other measures, and in fact, this charac-

terizes smoothness:

Fact 1.2.30 (Orthogonality and Smoothness [Sim16, Lemma 1.6]). Let µ ∈ Mx(U) be a

global measure, and let M ⊂ U be small. The following are equivalent:

• µ is smooth over M

• µ|M is weakly orthogonal to all types p(y) ∈ Sy(M)

• µ|M is weakly orthogonal to all measures ν(y) ∈My(M).

1.2.5 Distality

The main subject of this dissertation is distality, a stronger property than NIP.

Definition 1.2.31 (Distality). A theory T is distal when for every dense linear order I,

indiscernible sequence (ai : i ∈ I) in a model M � T , and B ⊆ M , then if (ai : i 6= i0) is

indiscernible over B, so is (ai : i ∈ I).

Distality also strengthens NIP by being equivalent to a stronger version of honest defi-

nitions. These can be posed in two essentially equivalent ways. In the first, a strong honest

definition for φ(x; y) is another formula which gives control over φ-types:

Fact 1.2.32 (Strong Honest Definitions [CS15, Theorem 21]). An NIP theory T is distal if

and only if every formula admits a strong honest definition:

Let A ⊆ Mx, and let (M,A) � (M ′, A′) be an elementary extension of the structure

(M,A) with a relation symbol for A. Let φ(x; y) be an M-formula, and let θ(x; d) be an

A′-formula. We say that θ(x; d) is a strong honest definition for φ(a; y) over A when

• M ′ � θ(a; d)

• θ(x; d) ` tpφ(a/A).
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For either of these definitions, if the same formula θ(x; z) works for any choice of M,A, a,

then we call θ(x; z) a strong honest definition for φ(x; y).

and the other more obviously strengthens honest definitions:

Definition 1.2.33 (Strong∗ Honest Definitions). Let A ⊆ Mx, and let (M,A) � (M ′, A′)

be an elementary extension of the structure (M,A) with a relation symbol for A. Let φ(x; b)

be an M -formula, and let ψ(x; d) be an A′-formula. We say that ψ(x; d) is a strong∗ honest

definition for φ(x; b) over A when

• for a ∈ A, M � ψ(a; d) ⇐⇒ M � φ(a; b)

• for a ∈M ′x, M � ψ(a; d) =⇒ M � φ(a; b).

If the same formula ψ(y; z) works for any choice of M,A, b with |A| ≥ 2, then we call

ψ(x; z) a strong∗ honest definition for φ(x; y).

In this dissertation, we refer to this second form as strong∗ honest definitions, chiefly

because we needed a name to differentiate these from the other form. This name was chosen

because strong∗ honest definitions are dual to strong honest definitions in that they refer

to different variable tuples, and they are also slightly less strong, as encapsulated in the

equivalence of existence of strong(∗) honest definitions for individual formulas:

Fact 1.2.34 (Strong vs. Strong∗ Honest Definitions [Sim15, See Subsection 9.3.1]). Let

φ(x; y) be a formula. If φ(x; y) admits a strong honest definition, then both φ∗(y;x) and its

negation admit strong∗ honest definitions.

Conversely, if both φ(x; y) and its negation admit strong∗ honest definitions, then the

dual formula φ∗(y;x) admits a strong honest definition.

Strong honest definitions are the bridge between the model-theoretic property of distality

and the combinatorial properties of a structure. To better take advantage of combinatorial
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intuition, they were equivalently reformulated as distal cell decompositions in [CGS20]. Distal

cell decompositions, along with other kinds of combinatorial cell decompositions, are defined

and explored in detail in Chapter 2. We will state one important combinatorial consequence

here, the distal cutting lemma. While distal cell decompositions essentially cover a space Mx

with pieces on which φ-types over a particular finite set do not vary at all, a cutting is a

cover with pieces on which these types are allowed to vary a limited amount:

Definition 1.2.35. Let F be a finite family of subsets of a set X with |F| = n. Given a

real 1 < r < n, we say that a family C of subsets of X is a 1
r
-cutting for F when C forms a

cover of X and each set C ∈ C is crossed by at most n
r

elements of F .

Fact 1.2.36 (Distal Cutting Lemma [CGS20, Theorem 3.2]). Let φ(x; y) be a formula admit-

ing a distal cell decomposition of exponent d. Then for any natural n and any real 1 < r < n,

there exists t = O(rd) such that for any finite H ⊆M |y| of size n, there are uniformly defin-

able sets X1, . . . , Xt ⊆M |x| which form an 1
r
-cutting for {φ(x;h) : h ∈ H}.

Distality can also be defined through properties of types. One way is with compressible

types, which are essentially types where a limited version of strong honest definitions apply:

Fact 1.2.37 (Compressible Types [Sim19, Definition 3.1]). An NIP theory T is distal if and

only if every type is compressible:

A type p(x) = tp(a/A) is compressible if given an |A|+-saturated elementary extension

(A, a) � (A′, a), for any formula φ(x; y), there is some ζ(x; e) ∈ tp(a/A′) such that ζ(x; e) `

tpφ(a/A).

These types are also used to prove facts about general NIP theories, such as explicit

constructions of honest definitions in [BKS24].

Meanwhile, [Sim15] introduces distality in terms of a different property of types, more

related to the indiscernible sequence definition of distality:
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Fact 1.2.38 (Distal Types [Sim15, Def. 9.3]). An NIP theory T is distal if and only if every

global A-invariant type is distal:

Let p be a global A-invariant type. Then p is distal over A when for any tuple b, if

I � p(ω)|Ab, then p|AI and tp(b/AI) are weakly orthogonal. (That means that there is a

unique complete type over A extending p(x) ∪ q(y).)

If p is distal over all A such that p is invariant over A, then we just say that p is distal,

without specifying A.

Distality can also be defined through properties of measures, as generically stable mea-

sures in a distal theory are as well-behaved as possible: they are smooth.

Fact 1.2.39 (Distality through Measures [Sim13, Theorem 1.1]). An NIP theory T is distal

if and only if all generically stable global measures are smooth.

Examples Distal structures include o-minimal structures and their generalizations, such

as weakly o-minimal and quasi-o-minimal structures. In addition to these explicitly ordered

structures, there are also structures dominated by other ordered behavior, such as valuations.

Specifically, P -minimal structures such as the valued field Qp and a linear reduct of Qp, which

we will examine in more detail in Chapter 2.

1.2.6 Regularity

Szemerédi’s regularity lemma is a powerful tool for understanding the structure of arbitrary

finite graphs. It partitions the vertices of a graph into pieces such that between most pairs

of pieces, the graph acts like a random bipartite graph.

Fact 1.2.40 (Szemerédi’s Regularity Lemma [Sze75]). For every ε > 0, there is some N ∈ N

such that every finite graph (V,E) admits a ε-regularity partition of size N : Specifically, V

can be partitioned into disjoint sets V = V1 ∪ · · · ∪ VN , and there are reals δij for i, j ≤ N ,
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and some set Σ ⊆ {1, . . . , N}2 of exceptional pairs, such that

∑
(i,j)∈Σ

|Vi||Vj| ≤ ε|V |2

and for each (i, j) 6∈ Σ, and A ⊆ Vi, B ⊆ Vj, if E(A,B) is the number of edges between sets

A and B, then

|E(A,B)− δij|A|B|| ≤ ε|Vi||Vj|.

Unfortunately, in the case of an arbitrary graph, the number M can be enormous. If,

however, the graph happens to be definable in a tame structure, more can be said. In Chapter

4, we will examine continuous logic versions of the NIP and distal regularity lemmas, which

we will first review in the discrete setting here. They can be stated in terms of counting

measures, or rather, the sizes of vertex sets, but they are more naturally proven in the more

general context of generically stable Keisler measures.

Fact 1.2.41 (NIP Regularity Lemma [CS21, ]). Let M be an NIP structure, and let φ(x; y)

be a formula. Then there is some c > 0 such that for every ε > 0 and all generically

stable measures µ ∈ Mx(M), ν ∈ My(M), there are partitions Mx = A1 ∪ · · · ∪ AN and

My = B1 ∪ · · · ∪BN and a set Σ ⊆ {1, . . . , N}2 such that, if ω = µ⊗ ν,

• K ≤ ε−c

• Each Ai and Bj is defined by a boolean combination of instances of φ of complexity

depending only on φ, ε

•
∑

(i,j)∈Σ ω(Ai ×Bj) ≤ ε

• For all (i, j) 6∈ Σ, there is δi,j ∈ {0, 1} such that

|ω(φ(x; y) ∩ Ai ×Bj)− δi,jω(Ai ×Bj)| ≤ εω(Ai ×Bj).
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The characterization of distality in terms of generically stable measures being smooth

was used in [Sim16] to prove a regularity lemma for distal structures. Relative to the NIP

regularity lemma, this strengthens the control over the behavior of φ on the non-exceptional

pairs of the regularity partition to the following strong property:

Definition 1.2.42. If φ(x; y) is a formula, then subsetsA ⊆Mx, B ⊆My are φ-homogeneous

when either for all (a, b) ∈ A×B, M � φ(a, b), or for all (a, b) ∈ A×B, M � ¬φ(a, b).

Fact 1.2.43 (Distal Regularity Lemma [CS18, ], with an alternate proof in [Sim16]). Let

M be a distal structure, and let φ(x; y) be a formula. Then there is some c > 0 such that

for every ε > 0 and all generically stable measures µ ∈ Mx(M), ν ∈ My(M), there are

partitions Mx = A1 ∪ · · · ∪ AN and My = B1 ∪ · · · ∪ BN and a set Σ ⊆ {1, . . . , N}2 such

that, if ω = µ⊗ ν,

• K ≤ ε−c

• Each Ai and Bj is defined by a boolean combination of instances of φ of complexity

depending only on φ, ε

•
∑

(i,j)∈Σ ω(Ai ×Bj) ≤ ε

• For all (i, j) 6∈ Σ, the pair Ai, Bj is φ-homogeneous.

However, that was not the first way the lemma was proven. The original proof, in [CS18],

uses the distal cutting lemma to prove that bipartite graphs definable in distal structures

satisfy a Ramsey-theoretic statement, called the Definable Strong Erdős-Hajnal property:

Definition 1.2.44 ((Definable) Strong Erdős-Hajnal). We say that a formula φ(x; y) has

the strong Erdős-Hajnal property when there exists δ > 0 such that for any finite sets

A ⊆ Mx, B ⊆ My, there are subsets A′ ⊆ A,B′ ⊆ B such that |A′| ≥ δ|A|, |B′| ≥ δ|B| and

(A′, B′) is φ-homogeneous.
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A formula φ(x; y;w) has the definable strong Erdős-Hajnal property when there are

formulas ψ(x; z), θ(y; z) and δ > 0 such that for all parameters b ∈ Mw and all generically

stable Keisler measures µ ∈ Mx(M), ν ∈ My(M), there are parameters d ∈ M z such that

µ(ψ(x; d)) ≥ δ, ν(θ(y; d)) ≥ δ, and the sets ψ(M ; d), θ(M ; d) are (φ, ε)-homogeneous.

Fact 1.2.45 ([CS18, Theorem 3.1]). An NIP theory T is distal if and only if every formula

has the definable strong Erdős-Hajnal property.

As a corollary, any theory with a distal expansion has the strong Erdős-Hajnal property.

This property was then recursively applied to find a regularity partition, proving the

distal regularity lemma. This proof method has the advantage of producing combinatorial

bounds lacking in the proof from [Sim16], but both ways of connecting distality to regularity

are useful, and generalized to continuous logic in Chapter 4.

It should also be noted that all of the above results extend in some form to hypergraphs.
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CHAPTER 2

Combinatorial Bounds in Distal Structures

This chapter is a modified version of [And23a], copyright © 2023, Cambridge University

Press, reprinted with permission. In this chapter, we provide polynomial upper bounds for

the minimal sizes of distal cell decompositions in several kinds of distal structures, particu-

larly weakly o-minimal and P -minimal structures. The bound in general weakly o-minimal

structures generalizes the vertical cell decomposition for semialgebraic sets, and the bounds

for vector spaces in both o-minimal and p-adic cases are tight. We apply these bounds to

Zarankiewicz’s problem and sum-product bounds in distal structures.

2.1 Introduction

Some of the strongest tools in geometric combinatorics revolve around partitioning space.

These techniques fall largely into two categories, the polynomial partitioning method devel-

oped by Guth and Katz [GK15], and versions of the cutting lemma for various cell decom-

positions [CEG91]. While the polynomial method has yielded impressive results, its reliance

on Bézout’s Theorem limits its scope to questions about algebraic and semialgebraic sets.

If one tries to generalize it to sets definable in o-minimal structures other than real closed

fields, Bézout’s theorem can fail [GKP99]. The cutting lemma method, however, can be

generalized to more complicated sets using the language of model theory. Distal cell decom-

positions, defined in [CGS20], provide an analogous definition to the stratification or vertical

cell decomposition results known for R, with a similar cutting lemma, for families of sets

definable in a suitable first-order structure, known as a distal structure.
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We then study distal cell decompositions through the lens of shatter functions. In

[ADH16], the dual shatter function π∗Φ of a set Φ of formulas is defined so that π∗Φ(n) is

the maximum cardinality of the set of Φ-types over a parameter set of size n. We define

an analogous shatter function πT (n) for each distal cell decomposition T , where instead of

counting all Φ-types, we count the maximum number of cells needed for a distal cell de-

composition against n sets (See Definition 2.2.11). This shatter function grows polynomially

in a distal structure, so each T has some exponent t ∈ R such that πT (n) = O(nt). This

exponent is what determines the effectiveness of the cutting lemma for combinatorial appli-

cations. Just as the dual VC density of Φ is defined to be the rate of growth of π∗Φ, we define

the distal density of Φ to be the infimum of the exponents of all distal cell decompositions

T for Φ.

In this chapter, we construct and bound the sizes of distal cell decompositions for definable

families in several distal structures, namely the weakly o-minimal structures, including a

better bound on ordered vector spaces, the field Qp, and its linear reduct. Then we apply

these bounds to some combinatorial problems.

2.1.1 Main Results

Our first theorem constructs distal cell decompositions (see Definition 2.2.8) for all sets of

formulas Φ(x; y), with x and y tuples of variables of arbitrary finite length, in some structure

M, given a distal cell decomposition for all sets of formulas Φ(x; y), with with |x| = 1. This

construction by inducting on the dimension generalizes the stratification result in [CEG91],

which essentially constructs distal cell decompositions for R as an ordered field. It is also

similar to Theorem 7.1 in [ADH16], which provides an analogous bound for the VC density

of a set of formulas in many dimensions assuming the strong VCd property in dimension 1.

Theorem (Theorem 2.3.1). LetM be a structure in which all finite sets Φ(x; y) of formulas

with |x| = 1 admit a distal cell decomposition with k parameters (see Definition 2.2.10),
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and for some d0 ∈ N, all finite sets Φ(x; y) of formulas with |x| = d0 admit distal cell

decompositions of exponent at most r. Then all finite sets Φ(x; y) of formulas with |x| = d ≥

d0 admit distal cell decompositions of exponent k(d− d0) + r.

In sections 2.4, 2.5, 2.6, and 2.7, we prove upper bounds on the exponents of distal cell

decompositions in weakly o-minimal structures, as well as the field Qp and its linear reduct.

Those results are summarized and contrasted with the best-known bounds for the dual VC

density, in the following theorem:

Theorem 2.1.1. LetM be a structure from the first column of this table. Then any formula

φ(x; y) has dual VC density bounded by the corresponding value in the second column, and

admits a distal cell decomposition with exponent bounded by the value in the third column.

Thus also its distal density is bounded by the value in the third column.

M Dual VC density Distal Density

o-minimal expansions of groups |x| 2|x| − 2 (1 if |x| = 1)

weakly o-minimal structures |x| 2|x| − 1

ordered vector spaces over ordered

division rings

|x| |x|

Presburger arithmetic |x| |x|

Qp the valued field 2|x| − 1 3|x| − 2

Qp in the linear reduct |x| |x|

Table 2.1: Distal Density and Dual VC Density of Formulas in Distal Structures

Proof. The Dual VC density bounds are from [ADH16], except for the bound for the linear

reduct of Qp, which is from [Bob17].

Theorem 2.4.1 establishes the bound for weakly o-minimal structures by constructing

a distal cell decomposition in the 1-dimensional case, and then applying Theorem 2.3.1.

Taking into account [CGS20], we improve that bound for o-minimal expansions of fields to
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match the bound from [CEG91] for the case of R as an ordered field. This improves [Bar13,

Theorem 4.0.9], which provides a cell decomposition with O(|B|2|x|−1) uniformly definable

cells for M an o-minimal expansion of a real closed field.

Theorem 2.4.2 shows that the distal density of any finite set of formulas Φ(x; y) in an

ordered vector space over an ordered division ring matches the VC density. In particular, the

distal exponent of Φ is bounded by |x|, which is optimal. This also works for any o-minimal

locally modular expansion of an abelian group, and Theorem 2.5 shows the same results for

Z in Presburger’s language.

Theorem 2.6.1 shows that the distal density matches the VC density for any finite set

of formulas Φ(x; y) in Qp equipped with its reduced linear structure in the language Laff

described by Leenknegt in [Lee14]. The proof adapts Bobkov’s bound on VC density in the

same structure [Bob17].

Theorem 2.7.1 establishes the bound for Qp or any other P -minimal field with quantifier-

elimination and definable Skolem functions in Macintyre’s language by constructing a distal

cell decomposition in the 1-dimensional case and applying Theorem 2.3.1.

Finally in Section 2.8 we apply these results to combinatorics. We combine them with

the results on Zarankiewicz’s problem from [CGS20] to prove a bound on the number of

edges in bipartite graphs definable in distal structures which omit some (oriented) complete

bipartite graph Ks,u, similar to the bound given by Theorem 1.2 from [FPS17].

Corollary (Corollary 2.8.7, expressed in terms of distal density). Let M be a structure and

t ∈ N≥2. Assume that E(x, y) ⊆ M |x| ×M |y| is a definable relation given by an instance

of a formula θ(x, y; z) ∈ L, such that the formula θ′(x; y, z) := θ(x, y; z) has distal density

at most t, and the graph E(x, y) does not contain Ks,u. Then for every ε ∈ R>0, there is a

constant α = α(θ, s, u, ε) satisfying the following.
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For any finite P ⊆M |x|, Q ⊆M |y|, |P | = m, |Q| = n, we have:

|E(P,Q)| ≤ α
(
m

(t−1)s
ts−1

+εn
t(s−1)
ts−1 +m+ n

)
.

This corollary then lets us quickly prove bounds on graphs in the following contexts:

Corollary (Corollary 2.8.8). Assume that E(x, y) ⊆ R|x| × R|y| is a relation given by a

boolean combination of exponential-polynomial (in)equalities, and the graph E(x, y) does not

contain Ks,u. Then there is a constant α = α(θ, s, u) satisfying the following.

For any finite P ⊆ R|x|, Q ⊆ R|y|, |P | = m, |Q| = n, we have:

|E(P,Q)| ≤ α
(
m

(2|x|−2)s
(2|x|−1)s−1n

(2|x|−1)(s−1)
(2|x|−1)s−1

+ε +m+ n
)
.

(Here an exponential-polynomial (in)equality is an (in)equality between functions Rn → R

in Z[x1, . . . , xn, e
x1 , . . . , exn ] as in [BKW10].)

Corollary (Corollary 2.8.10). Assume that E(x, y) ⊆ Z|x|p ×Z|y|p is a subanalytic relation, and

the graph E(x, y) does not contain Ks,u. Then there is a constant α = α(θ, s, u) satisfying

the following.

For any finite P ⊆ Z|x|p , Q ⊆ Z|y|p , |P | = m, |Q| = n, we have:

|E(P,Q)| ≤ α
(
m

(3|x|−3)s
(3|x|−2)s−1n

(3|x|−2)(s−1)
(3|x|−2)s−1

+ε +m+ n
)
.

Here subanalytic relations are defined in the sense of [DHM99].

2.2 Preliminaries

In this section, we review the notation and model-theoretic framework necessary to under-

stand distal cell decompositions. For further background on these definitions, see [CS18] and
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[CGS20].

Firstly, we review asymptotic notation:

Definition 2.2.1. Let f, g : N→ R≥0.

• We will say f(x) = O(g(x)) to indicate that there exists C ∈ R>0 such that for n ∈ N>0,

f(n) ≤ Cg(x).

• We will say f(x) = Ω(g(x)) to indicate that there exists C ∈ R>0 such that for n ∈ N>0,

f(n) ≥ Cg(x).

If f, g : N × N → R≥0, then f(x, y) = O(g(x, y)) indicates that there is a constant

C ∈ R>0 such that for all m,n ∈ N>0, f(m,n) ≤ Cg(m,n).

Throughout this section, let M be a first-order structure in the language L. We will

frequently refer to Φ(x; y) as a set of formulas, which will implicitly be in the language L.

Each formula in Φ will have the same variables, split into a tuple x and a tuple y, where,

for instance, |x| represents the length of the tuple x. We use M to refer to the universe, or

underlying set, of M, and Mn to refer to its nth Cartesian power. If φ(x; y) is a formula

with its variables partitioned into x and y, and b ∈ M |y|, then φ(M |x|; b) refers to the

definable set {a ∈ M |x| : M |= φ(a, b)}. We also define the dual formula of φ(x; y) to be

φ∗(y;x) such that M |= ∀x∀yφ(x; y) ↔ φ∗(y;x), and similarly define Φ∗(y;x) to be the set

{φ∗(y;x) : φ(x; y) ∈ Φ(x; y)}.

Definition 2.2.2. For sets A,X ⊆Md, we say that A crosses X if both X ∩A and X ∩¬A

are nonempty.

Definition 2.2.3. Let B ⊆M t.

• For φ(x; y) with |y| = t, we say that φ(x;B) crosses X ⊆ M |x| when there is some

b ∈ B such that φ(M |x|; b) crosses X.
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• For Φ(x; y) with |y| = t, we say that X ⊆ M |x| is crossed by Φ(x;B) when there is

some φ ∈ B such that φ(x;B) crosses X.

Definition 2.2.4. We define SΦ(B) to be the set of complete Φ-types over a set B ⊆ M |y|

of parameters, or alternately, the set of maximal consistent subsets of {ϕ(x; b) : ϕ ∈ Φ, b ∈

B} ∪ {¬ϕ(x; b) : ϕ ∈ Φ, b ∈ B}.

Throughout this chapter, we will want to use the concepts of VC density and dual VC

density.

Definition 2.2.5. Let Φ(x; y) be a finite set of formulas.

• For B ⊆M |y|, define π∗Φ(B) :=
∣∣SΦ(B)

∣∣.
• For n ∈ N, define π∗Φ(n) := maxB⊆M |y|,|B|=n π

∗
Φ(B).

• Define the dual VC density of Φ, vc∗(Φ), to be the infimum of all r ∈ R>0 such that

there exists C ∈ R with
∣∣SΦ(B)

∣∣ ≤ C|B|r for all choices of B. Equivalently, we can

define vc∗(Φ) to be

lim sup
n→∞

log π∗Φ(n)

log n
.

• Dually, we define πΦ := π∗(Φ∗) and define the VC density of Φ to be vc(Φ) = vc∗(Φ∗).

This definition of (dual) VC density of sets of formulas comes from Section 3.4 of [ADH16],

which relates it to the other definitions of VC density.

Definition 2.2.6. An abstract cell decomposition for Φ(x; y) is a function T that assigns to

each finite B ⊂M |y| a set T (B) whose elements, called cells, are subsets of M |x| not crossed

by Φ(x;B), and cover M |x| so that M |x| =
⋃
T (B).

Example 1. Fix Φ(x; y). For each type p(x) ∈ SΦ(B), the set p(M |x|) is a definable subset

of M |x|, as p(x) is equivalent to a boolean combination of formulas φ(x; b) for φ ∈ Φ and

b ∈ B. Define Tvc(B) := {p(M |x|) : p ∈ SΦ(B)}. Then Tvc is an abstract cell decomposition

with |Tvc(B)| =
∣∣SΦ(B)

∣∣ = π∗Φ(B).
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Proposition 2.2.7. For any abstract cell decomposition T of Φ(x; y) and any finite B ⊆

M |y|, |T (B)| ≥ π∗Φ(B).

Proof. As each cell ∆ ∈ T (B) is not crossed by Φ(x;B), its elements must all have the same

Φ-types over B. Thus there is a function f : T (B)→ SΦ(B) sending each cell to the Φ-type

over B of its elements. Each type in SΦ(B) is consistent and definable by a formula, and

thus must be realized in M , so there must be at least one cell of T (B) containing formulas

of that type. Thus f is a surjection, and |T (B)| ≥
∣∣SΦ(B)

∣∣.
Definition 2.2.8. Let Φ(x; y) be a finite set of formulas without parameters. Then a distal

cell decomposition T for Φ is an abstract cell decomposition defined using the following data:

• A finite set Ψ(x; y1, . . . , yk) of formulas (without parameters) where |y1| = · · · = |yk| =

|y|.

• For each ψ ∈ Ψ, a formula (without parameters) θψ(y; y1, . . . , yk).

Given a finite set B ⊆ M |y|, let Ψ(B) := {ψ(M |x|; b1, . . . , bk) : ψ ∈ Ψ, b1, . . . , bk ∈ B}.

This is the set of potential cells from which the cells of the decomposition are chosen.

Then for each potential cell ∆ = ψ(M |x|; b1, . . . , bk), we let I(∆) = θψ(M |y|; b1, . . . , bk).

Then we define T (B) by choosing the cells ∆ ∈ Ψ(B) such that B ∩ I(∆) = ∅, that is,

T (B) = {∆ ∈ Ψ(B) : B ∩ I(∆) = ∅}.

In the rest of this chapter, when Φ(x; y) is a finite set of formulas, we will assume that

Φ is defined without parameters.

The following lemma will be useful in defining distal cell decompositions later on:

Lemma 2.2.9. Let Φ(x; y) be a finite set of formulas, and let Φ′(x; y) be a finite set of

formulas such that each formula in Φ is a boolean combination of formulas in Φ′. Then if T

is a distal cell decomposition for Φ′, it is also a distal cell decomposition for Φ.
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Proof. The definability requirements for a distal cell decomposition do not depend on the

set of formulas Φ, so it suffices to show that T is an abstract cell decomposition for Φ, or

that for a given B, each cell ∆ ∈ T (B) is not crossed by Φ(x;B). As for any ϕ ∈ Φ, b ∈ B,

ϕ(x; b) is a boolean combination of formulas in Φ′(x;B), and all of these have a fixed truth

value on ∆, so does ϕ(x; b).

We now consider a few ways of counting the sizes of distal cell decompositions:

Definition 2.2.10. Let T be a distal cell decomposition for the finite set of formulas Φ(x; y),

whose cells are defined by formulas in the set Ψ.

• We say that T has k parameters if every formula in Ψ is of the form ψ(x; y1, . . . , yk).

• We say that T has exponent r if |T (B)| = O(|B|r) for all finite B ⊆M |y|.

Note that even if T has k parameters, not every formula ψ used to define T needs to

use all k parameters. In practice, we will sometimes define distal cell decompositions using

formulas with different numbers of variables, but as each distal cell decomposition is defined

using finitely many formulas, we can just take k to be the maximum number of parameters

used by any one formula, and add implicit variables to the rest.

Definition 2.2.11. Let Φ(x; y) be a finite set of formulas. Then define the distal density of

Φ to be the infimum of all reals r ≥ 0 such that there exists a distal cell decomposition T of

Φ of exponent r. If no T exists for Φ, the distal density is defined to be ∞.

Problem 2.2.12. Note that if Φ has distal density t, it is not known if θ must have a distal

cell decomposition of exponent precisely t.

Definition 2.2.13. We also define a shatter function πT (n) := max|B|=n |T (B)|. The distal

density of Φ can equivalently be defined as the infimum of

lim sup
n→∞

log πT (n)

log n
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over all distal cell decompositions T of Φ, if any exist.

Proposition 2.2.14. For any finite set of formulas Φ(x; y), πT (n) ≥ π∗Φ(n) for all n ∈ N,

and the distal density of Φ is at least vc∗(Φ).

Proof. By Proposition 2.2.7, for every distal cell decomposition T , |T (B)| ≥
∣∣SΦ(B)

∣∣. Thus

vc∗(Φ) ≤ lim sup
n→∞

log π∗Φ(n)

log n
≤ lim sup

n→∞

log πT (n)

log n

so after taking the infimum over all T , the distal density is at least vc∗(Φ).

Also, just by defining Φ(x; y) to be {x = y}, where |x| = |y| = d, we see that
∣∣SΦ(B)

∣∣ ≥
|B|d, so we see that for every d, there is a Φ with both VC- and distal densities at least d in

any structure.

Example 2. Chernikov, Galvin and Starchenko found that ifM is an o-minimal expansion

of a field, and |x| = 2, then any Φ(x; y) admits a distal cell decomposition with |T (B)| =

O(|B|2) for all finite B [CGS20]. Thus the distal density of such a Φ is at most 2.

So far, we have defined distal cell decompositions and distal density in the context of

a particular structure. In fact, if Φ(x; y) is a finite set of L-formulas, and T a complete

L-theory, we will show that the distal density of Φ(x; y) is the same in every model of T ,

so we can define the distal density of Φ over T to be the distal density of Φ in any model

of T . (This uses the fact that the formulas in Φ and the formulas defining a distal cell

decomposition are required to be parameter-free.)

Proposition 2.2.15. Let Φ(x; y) be a finite set of L-formulas, andM≡M′ be elementarily

equivalent L-structures. Then if Φ admits a distal cell decomposition T in M, the same

formulas define a distal cell decomposition for Φ in M′. Thus we can refer to T as being a

distal cell decomposition for Φ over the theory T = Th(M). Also, the shatter function πT ,

and thus the distal exponent of T and the distal density of Φ, will be equal for M and M′,

and can be viewed as properties of the theory T .
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Proof. Let T be a distal cell decomposition for Φ overM, consisting of a set Ψ(x; y1, . . . , yk)

of formulas, and a formula θψ for each ψ ∈ Ψ (as in Definition 2.2.8). Then to verify that

the same formulas define a distal cell decomposition for Φ over M′, we must simply check

that for all finite B ⊂ M ′|y|, the set of cells T (B) covers M ′|x|, and that no cell of T (B) is

crossed by Φ(x;B).

It is enough to show that these facts can be described with first-order sentences. Fix

some natural number n, and we will find a first-order sentence that shows that for all

B = {b1, . . . , bn}, the cells of T (B) cover the space and are not crossed. We can encode

that the cells of T (B) cover M ′|x| with the sentence

∀y1, . . . , yn,∀x,
∧

ψ∈Ψ,i1,...,ik∈{1,...,n}

ψ(x; yi1 , . . . , yik) ∧
n∧
i=1

¬θψ(yi; yi1 , . . . , yik).

When interpreted over M′, this simply states that for any choice of n parameters b1, . . . , bn

and any x0 ∈M ′|x|, there is some ψ, i1, . . . , ik such that ψ(x; bi1 , . . . , bik) defines a valid cell,

which contains x0. Similarly, to show that the cell defined by ψ(x; bi1 , . . . , bik), if included in

the cell decomposition, is not crossed by Φ(x;B), we can use the following sentence, showing

that for all B = {b1, . . . , bn}, if for some i and some ϕ ∈ Φ, φ(x; bi) crosses ψ(x; bi1 , . . . , bik),

then ψ(x; bi1 , . . . , bik) is not a valid cell:

∀y1, . . . , yn,( ∨
ϕ∈Φ,1≤i≤n

∃x1, x2, ϕ(x1; yi) ∧ ¬ϕ(x2; yi) ∧ ψ(x1; yi1 , . . . , yik) ∧ ψ(x2; yi1 , . . . , yik)

)

→
n∨
i=1

θψ(yi; yi1 , . . . , yik).

Now it suffices to show that the shatter function πT is the same in both models, as the

distal exponent of T and distal density of Φ are defined in terms of these shatter functions.

To say that πT (n) ≤ m in M is to say that for all b1, . . . , bn ∈ M |y|, there are at most
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m cells in T (B). This is the disjunction of a finite number of cases, which we will index

by A1, . . . , Am, where each Ai ⊂ Ψ × {1, . . . , n}k, as each tuple t = (ψt, t1, . . . , tn) ∈ Ψ ×

{1, . . . , n}k corresponds to a potential cell ∆s = ψt(x; bt1 , . . . , btn). Then in the case indexed

by A1, . . . , Am, there is a first-order sentence stating that for all 1 ≤ i ≤ n and s, t ∈ Ai,

the formulas ∆s and ∆t are equivalent, and for all tuples t = (ψ, i1, . . . , in) not contained

in any Ai, t is not a valid cell, as implied by
∨n
j=1 θψ(bj; bi1 , . . . , bin). The disjunction of

all these sentences states that there are at most m distinct cells in T ({b1, . . . , bn}), and if

b1, . . . , bn are replaced with universally-quantified variables, we find a sentence that states

that πT (n) ≤ m. Thus for all n, πT (n) evaluates to the same number over any model of the

theory of M.

Distality of a theory was defined originally in terms of indiscernible sequences in [Sim13].

We will not present that definition here, but we will take the following equivalence as a

definition:

Fact 2.2.16. The following are equivalent for any first-order structure M:

1. M is distal.

2. For every formula φ(x; y), {φ} admits a distal cell decomposition.

3. For every finite set of formulas Φ(x; y), Φ admits a distal cell decomposition.

Proof. The equivalence of (1) and (2) is from [CS15] (see [CGS20, Fact 2.9] for a discussion).

Clearly (3) implies (2), so it suffices to show that (2) implies (3).

For a given Φ(x; y), assume each φ ∈ Φ admits a distal cell decomposition Tφ. Then for

finite B ⊆ M |y|, we define T (B) to consist of all nonempty intersections
⋂
φ∈Φ ∆φ, where

each ∆φ is chosen from Tφ(B). These cells will cover M |x|, as each a ∈M |x| belongs to some

∆φ for each φ, and thus belongs to their intersection. Any cell ∆ =
⋂
φ∈Φ ∆φ will not be

crossed by Φ(x;B), as for each φ ∈ Φ, as ∆ ⊂ ∆φ, and ∆φ is not crossed by φ(x;B).
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Now we check that this cell decomposition is uniformly definable. For each φ ∈ Φ, let Tφ

consist of Ψφ and {θψ : ψ ∈ Ψφ}. Then T can be defined by the set of formulas Ψ consisting

of all conjunctions
∧
φ∈Φ ψφ where ψφ ∈ Ψφ for each φ. For a given ∆ =

⋂
φ∈Φ ∆φ, we can

let I(∆) =
⋃
φ∈Φ I(∆φ).

Examples of distal structures include:

• o-minimal structures

• Presburger arithmetic (Z, 0,+, <)

• The field of p-adics Qp and other P -minimal fields.

• The linear reduct of Qp, in the language Laff .

For justification of the first three of these, see [CS18]. The distality of these structures is

established using the indiscernible sequence definition, which does not provide good bounds.

In what follows, we will construct explicit distal cell decompositions for all of these examples.

2.3 Dimension Induction

In this section, we provide a bound on the size of distal cell decompositions for all dimensions,

given a bound for distal cell decompositions for a fixed dimension in an arbitrary distal

structure. This allows us to bound the size of a distal cell decomposition for any finite

family of formulas in several kinds of distal structures, including any o-minimal structures.

This approach is inspired by the partition construction in [CEG91], which can be interpreted

as constructing distal cell decompositions in the context of R as an ordered field. (It also

improves the bound in [ACG22, Proposition 1.9].)

Theorem 2.3.1. Let M be a structure in which all finite sets Φ(x; y) of formulas with

|x| = 1 admit a distal cell decomposition with k parameters (see Definition 2.2.10), and for
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some d0 ∈ N, all finite sets Φ(x; y) of formulas with |x| = d0 admit distal cell decompositions

of exponent at most r. Then all finite sets Φ(x; y) of formulas with |x| = d ≥ d0 admit distal

cell decompositions of exponent k(d− d0) + r.

Proof. The case with d = d0 follows directly from the assumptions, so we can proceed by

induction. Assume the result for all finite sets of formulas with |x| = d − 1 ≥ d0. Then we

will build a distall cell decomposition for a Φ(x; y) with |x| = d. Where x = (x1, . . . , xd),

let x′ = (x2, . . . , xd). We start by fixing a distal cell decomposition T1 for the set of

formulas Φ1(x1;x′, y) := {φ(x1;x′, y) : φ(x; y) ∈ Φ}. Let the cells of T1 be defined by

Ψ1(x1;x′1, y1, . . . , x
′
k, yk) and a formula θψ(x′, y;x′1, y1, . . . , x

′
k, yk) for each ψ ∈ Ψ1. For this

construction, we will only use T1 to define Φ1-types over sets of the form {a′} × B. Be-

cause each element of that set has the same first coordinate, we will abbreviate the for-

mula ψ(x1;x′1, y1, x
′
2, y2, . . . , x

′
1, yk) as ψ(x1;x′, y1, y2, . . . , yk), assuming all the variables x′i are

equal. Similarly, we abbreviate θψ(x′, y;x′1, y1, . . . , x
′
k, yk) as θψ(x′, y; y1, . . . , yk), setting each

x′i equal to x′. We will also want to repartition the variables, setting θψ ∗ (x′; y1, . . . , yk, y) :=

θψ(x′, y; y1, . . . , yk).

For each ψ ∈ Ψ1, let Φψ(x′; y1, . . . , yk, y) be the set of formulas consisting of θψ∗ and all

formulas of the form ∀x1, ψ(x1;x′, y1, . . . , yk) → �φ(x1, x
′; y) where φ ∈ Φ, and � is either

¬ or nothing.

Then let Tψ be a distal cell decomposition for Φψ, consisting of Ψψ and a formula θψ′ for

each ψ′ ∈ Ψψ. As before, we will assume some of the variables are equal, and write these

formulas more succinctly, assuming that our set of parameters is of the form {(b1, . . . , bk)}×B

for some b1, . . . , bk ∈ M and finite B ⊆ M |y|. This allows us to write each ψ′ ∈ Ψψ as

ψ′(x′; y1, . . . , yk, y
′
1, . . . , y

′
m), and write θψ′ as θψ′(y; y1, . . . , yk, y

′
1, . . . , y

′
m).

For each ψ ∈ Ψ1 and ψ′ ∈ Ψψ, let ψ ⊗ ψ′(x; y1, . . . , yk, y
′
1, . . . , y

′
m) be the formula

ψ′(x′; y1, . . . , yk, y
′
1, . . . , y

′
m) ∧ ψ(x1;x′, y1, . . . , yk).

38



(Intuitively, this defines a sort of cylindrical cell in M |x|, where x′ is in a cell of one cell

decomposition of M |x′|, and x1 is in a cell of a cell decomposition of M , defined using x′ as

a parameter.) Let Ψ(x; y1, . . . , yk, y
′
1, . . . , y

′
m) = {ψ ⊗ ψ′ : ψ ∈ Ψ1, ψ

′ ∈ Ψψ}. We will use Ψ

to define a distal cell decomposition T for Φ(x; y).

To define T , it suffices to define θψ⊗ψ′ for each ψ ∈ Ψ1, ψ
′ ∈ Ψψ. Define

θψ⊗ψ′(y; y1, . . . , yk, y
′
1, . . . , y

′
m) :=

θψ′(y; y1, . . . , yk, y
′
1, . . . , y

′
m) ∧ (∃x′, ψ′(x′; y1, . . . , yk, y

′
1, . . . , y

′
m) ∧ θψ(x′; y1, . . . , yk, y)).

This means that if ∆ is the cell ψ ⊗ ψ′(Md; b1, . . . , bk, b
′
1, . . . , b

′
m), then

I(∆) := {b ∈M |y| :M |= θψ⊗ψ′(b; b1, . . . , bk, b
′
1, . . . , b

′
m)}

= {b ∈M |y| : ∃(a1, a
′) ∈ ∆,M |= θψ(a′, b; b1, . . . , bk)}.

Thus for all a′ in the projection of ∆ onto Md−1, the fiber {a1 ∈ M : (a1, a
′) ∈ ∆} is a cell

of T1({a′} ×B) if and only if B ∩ I(∆) = ∅.

Now we show that this definition of T gives a valid distal cell decomposition for Φ(x; y).

Fix a finite B ⊂ M |y| and let a ∈ Md be given. Firstly, each element of Md is contained in

a cell. If a = (a1, a
′) with a1 ∈ M,a′ ∈ Md−1, then a1 is in some cell of T1({a′} × B), and

that cell is defined by some ψ(x1; a′, b1, . . . , bk), so for all b ∈ B,M |= ¬θψ ∗ (a′; b1, . . . , bk, b).

Therefore a′ is in some cell of Tψ({(b1, . . . , bk)} × B) on which M |= ¬θψ ∗ (x′; b1, . . . , bk, b).

If that cell is defined by ψ′(b1, . . . , bk, b
′
1, . . . , b

′
m), then we can now define a cell containing a

by ψ ⊗ ψ′(x; b1, . . . , bk, b
′
1, . . . , b

′
m).

Secondly, we show that each cell of T (B) is not crossed by Φ(x;B). Fix a cell ∆ ∈ T (B),

and fix φ ∈ Φ, b ∈ B. We know that for each a′ in the projection of ∆ onto Md−1, the fiber

{a1 ∈ M : (a1, a
′) ∈ ∆} is a cell of T1({a′} × B), so that fiber is not crossed by φ(x;B).

We also guaranteed that if ∆ is defined by the formula ψ ⊗ ψ′(x, b1, . . . , bk, b
′
1, . . . , b

′
m), then
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the projection of ∆ onto Md−1 is a cell of Tψ(B), so it is not crossed by the formulas

∀x1, ψ(x1;x′, b1, . . . , bk) → φ(x1, x
′; b) and ∀x1, ψ(x1;x′, b1, . . . , bk) → ¬φ(x1, x

′; b). If for

some (a1, a
′) in ∆, M |= φ(a1, a

′; b), then M |= ∀x1, ψ(x1;x′, b1, . . . , bk) → φ(x1, x
′; b) for

x′ = a′, and thus for all x′ in the projection of ∆, so M |= ψ(x; b) for all x ∈ ∆.

Finally we can count the number of cells of T (B). For each ψ ∈ T1, and each b1, . . . , bk,

there are, by induction, O(|B|k((d−1)−d0)+r) cells in T ′({(b1, . . . , bk)} × B), each inducing a

cell of T (B). Multiplying by the |B|k possible tuples (b1, . . . , bk) ∈ Bk and a finite number

of formulas ψ, we get the desired bound O(|B|k(d−d0)+r).

2.4 Weakly o-Minimal Structures

In any structure M, for any n, there is a formula φ(x; y) with |x| = n such that the the

dual VC density of φ is |x|, giving a lower bound on the distal density (see [ADH16, Section

1.4]). In this section, we construct an optimal distal cell decomposition for the case |x| = 1,

and then use Theorem 2.3.1 to construct distal cell decompositions for all Φ, and bound

their sizes. In the case where M is an o-minimal expansion of a group, we start instead

with the optimal bound for |x| = 2 from [CS18] and obtain a the bound on the size of the

sign-invariant stratification in [CEG91], and improves the bounds on [Bar13, Theorem 4.0.9].

Theorem 2.4.1. If Φ(x; y) is a finite family of formulas in a weakly o-minimal structure

M, then Φ admits a distal cell decomposition for Φ with exponent 2|x| − 1.

IfM is an o-minimal expansion of a group and |x| ≥ 2, then the distal density is at most

2|x| − 2.

Proof. In any weakly o-minimal structure, if Φ(x; y) has |x| = 1, then there exists a distal

cell decomposition T with |T (B)| = O(|B|) with 2 parameters.

Indeed, by weak o-minimality, for any ϕ(x; y) ∈ Φ with |x| = 1, there is some number

Nϕ such that the set ϕ(M ; b) is a union of at most Nϕ convex subsets for any b ∈M |y|. Let
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N := maxϕ∈Φ Nϕ. Then for each ϕ(x; y) ∈ Φ, we can define formulas ϕ1(x; y), . . . , ϕN(x; y)

by

ϕn(x; y) :=∃x1, x2, . . . , xn−1, y1, . . . , yn−1,

ϕ(x; y) ∧ (x1 < y1 < x2 < · · · < yn−1 < x) ∧
n−1∧
i=1

(ϕ(xi; y) ∧ ¬ϕ(yi; y))

and then

ϕ(M ; b) = ϕ1(M ; b) ∪ · · · ∪ ϕN(M ; b)

for all b, each ϕi(M ; b) is convex, and ϕi(M ; b) < ϕi+1(M ; b) for each i, in the sense that for

every xi ∈ ϕi(M ; b) and xi+1 ∈ ϕi+1(M ; b), xi < xi+1.

Then for each ϕ ∈ Φ we can also define

ϕi≤(x; y) := ∃x0(ϕi(x0; y) ∧ x ≤ x0),

ϕi<(x; y) := ∀x0(ϕi(x0; y)→ x < x0).

Note that each ϕi�(M ; b) for � ∈ {<,≤} is closed downwards. Thus for any finite subset

B ⊂ M |y|, the family of sets F(B) = {ϕi�(M, b) : b ∈ B,ϕ ∈ Φ, 1 ≤ i ≤ N,� ∈ {<,≤}}

is linearly ordered under inclusion. Thus the atoms in the boolean algebra B generated by

F(B) are of the form X1 \X2 where X1, X2 ∈ F(B) and X2 is the unique maximal element

of F(B) properly contained in X1, or M\ X1 where X1 is the unique maximal element of

F(B). Thus only one atom of the boolean algebra can be of the form X1 \X2 for each X1,

and thus the number of such atoms is at most |F(B)|+ 1, which is O(|B|).

Now we construct T . We let Ψ consist of the formulas of the form ψ(x; y1, y2) :=

ϕi�1
(x; y1) ∧ ¬ϕj�2

(x; y2) or ψ(x; y) := ¬ϕj�1
(x; y) with 1 ≤ i ≤ N,� ∈ {<,≤}, and then

for each potential cell ∆ = ψ(M ; b1, b2), let I(∆) just consist of all b ∈ M |y| such that ∆ is

crossed by ϕ0(M ; b) for some ϕ0 ∈ Φ. Then T (B) is exactly the set of atoms in the boolean
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algebra generated by F(B), so |T (B)| = O(|B|). Each cell is not crossed by any set in F(B),

and thus not by any ϕ(x;B), or Φ(x;B) itself, so this is a valid distal cell decomposition,

where every cell is defined using at most 2 parameters from B.

Thus we can use Theorem 2.3.1, setting d0 = 1, r = 1, and k = 2, to find that any family

of formulas Φ(x; y) has a distal cell decomposition of exponent at most 2(|x|−1)+1 = 2|x|−1.

If M is an o-minimal expansion of a group, we can instead set d0 = 2, then we can

set r = 2, and by [CGS20, Theorem 4.1], for Φ(x; y) with |x| = 2, Φ admits a distal cell

decomposition of exponent 2. (In [CGS20], this is only proven for the case where M is

an expansion of a field, but the proof only uses it for definable choice, which o-minimal

expansions of groups also have.) Then for |x| ≥ 2, Φ(x; y) admits a distal cell decomposition

of exponent 2(|x| − 2) + 2 = 2|x| − 2.

In the case of the ordered field R, more is known. In that case, the distal cell de-

composition produced in the above proof is the stratification in [CEG91]. An earlier ver-

sion of that paper includes an improved bound for the case where |x| = 3, showing that

|T (B)| = O(|B|3β(|B|)) = O(|B|3+ε) for all ε > 0, where β is an extremely slowly growing

function defined using the inverse of the Ackermann function.[CEG89] The argument uses

Davenport-Schinzel sequences, purely combinatorial objects which lend themselves naturally

to counting the complexity of cells defined by inequalities of a bounded family of functions.

The lengths of Davenport-Schinzel sequences can be bounded in terms of the inverse Ack-

ermann function, giving rise to the β(|B|) term. For a general reference on such sequences,

see [SA10]. These techniques are extended in [Kol04] to the case |x| = 4, where it is shown

that |T (B)| = O(|B|4+ε) for all ε > 0. These results imply that any finite set of formulas

Φ(|x|; |y|) over R the ordered field has distal density 3 if |x| = 3, and 2|x| − 4 if |x| ≥ 4.

It would be interesting to see if these bounds hold in any o-minimal structure, again using

Davenport-Schinzel sequences. It seems possible that every Φ(x; y) in an o-minimal structure

has distal density |x|, or admits a distal cell decomposition of exponent exactly |x|, although
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new tools would be required to prove such claims.

2.4.1 Locally Modular o-minimal Groups

The trichotomy theorem for o-minimal structures classifies them locally into three cases:

trivial, ordered vector space over an ordered division ring, and expansion of a real closed field

[PS98]. The o-minimal structures that are locally isomorphic to ordered vector spaces are

known as the linear structures, and can also be classified as those satisfying the CF property

[LP93]. Any such structure must extend the structure of either an ordered abelian group

or an interval in an ordered abelian group. We will show that with the added assumption

of local modularity, all finite families of formulas in o-minimal expansions of groups admit

optimal distal cell decompositions. This includes the special case of any ordered vector space

over an ordered division ring.

Theorem 2.4.2. LetM be an o-minimal expansion of an ordered group, with Th(M) locally

modular. Let Φ(x; y) be a finite set of formulas in the language of M. Then Φ admits a

distal cell decomposition of exponent |x|.

To prove this theorem, we will need the following lemma:

Lemma 2.4.3. Let M be an L-structure.

Let Φ(x; y) be a set of L-formulas such that the negation of each ϕ ∈ Φ is a disjunction

of other formulas in Φ. Assume that for any nonempty finite B ⊂ M |y| and ϕ ∈ Φ, the

conjunction
∧
b∈B ϕ(x; b) is equivalent to the formula ϕ(x; b0) for some b0 ∈ B, or is not

realizable. Then Φ admits a distal cell decomposition T such that for all finite B, the cells of

T (B) are in bijection with the Φ-types SΦ(B). In particular, the distal density of Φ equals

the dual VC density of Φ.

Proof. Let Ψ be the set of all formulas of the form ψ(x; (yϕ)ϕ∈Φ) :=
∧
ϕ∈Φ′ ϕ(x; yϕ), where

Φ′ ⊂ Φ is arbitrary.
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To define the distal cell decomposition T , for each ψ ∈ Ψ, let θψ(y; (yϕ)ϕ∈Φ) denote

∨
ϕ∈Φ

∃x, (ϕ(x1; y) ∧ ψ(x; (yϕ)ϕ∈Φ) ∧ ¬∃x2, (ϕ(x2; y) ∧ ψ(x; (yϕ)ϕ∈Φ).

Then for a fixed finite B ⊂ M |y|, and fixed bϕ : ϕ ∈ Φ in B, let ∆ be the cell

ψ(M ; (bϕ)ϕ∈Φ). Then for b ∈ B, we see that b ∈ I(∆) if and only if the cell defined by

ψ(x; (bϕ)ϕ∈Φ) is crossed by ϕ(x; b) for some ϕ ∈ Φ.

We now claim that for any finite B ⊂M |y|, the cells of T (B) correspond exactly to the Φ-

types SΦ(B). As each cell ∆ of T (B) is not crossed by Φ(B), its elements belong to a unique

type of SΦ(B). We claim that this type will be realized exactly by the elements of ∆. This

type is equivalent to a single formula, which will be of the form
∧
ϕ∈Φ

(∧
b∈B �ϕ,bϕ(x; b)

)
,

where each �ϕ,b is either ¬ or nothing. For each ϕ, b such that �ϕ,b is ¬, we may simply drop

¬ϕ(x; b) from the conjunction, because ¬ϕ(x; b) is equivalent to the disjunction
∨
ϕ∈Φϕ

ϕ(x; b)

for some subset Φϕ ⊆ Φ, and as the type is realizable, ϕi0(x; b) rather than its negation must

already appear in the conjunction for some i0, and we can replace ϕi0(x; b) ∧
∨
ϕ∈Φϕ

ϕ(x; b)

with simply ϕi0(x; b). In this way, inductively, we can continue to remove all of the negated

formulas in the conjunction, until we are left with
∧
ϕ∈Φ′

(∧
b∈Bϕ ϕ(x; b)

)
where Φ′ ⊆ Φ,

and each Bϕ ⊆ B is nonempty. By our other assumption, as this formula is realizable, it is

equivalent to
∧
ϕ∈Φ′ �ϕ,bϕϕ(x; bϕ) where each bϕ ∈ B, which in turn is a defining formula for

a cell of T (B), which must be ∆.

Proof of Theorem 2.4.2. By o-minimality, we can assume the group is abelian. Let LM be

the language of M. Corollary 6.3 of [LP93] shows that M admits quantifier elimination in

the language L′, consisting of +, <, the set of algebraic points (that is, acl(∅)) as constants,

and a unary function symbol for each 0-definable partial endomorphism ofM. Recall that a

partial endomorphism is defined as a function of type either f : M →M or f : (−c, c)→M

for some c ∈ M , such that if a, b, a + b are all in the domain, then f(a + b) = f(a) + f(b).

The unary symbols representing the partial endomorphisms are assigned the value 0 outside
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the domain. If f has domain (−c, c), then c ∈ acl(∅). Note that by o-minimality, acl = dcl,

so each of the constants in this language is in dcl(∅), so each symbol of this language is

∅-definable in the original structure (M,LM).

Each formula in Φ is equivalent modulo Th(M) to some formula in L′, so we replace

Φ with ΦL′ , a pointwise equivalent finite set of L-formulas. It suffices to find a distal cell

decomposition of exponent |x| for ΦL′ . As the interpretation of every symbol of L′ is ∅-

definable in LM, we can replace each formula of this distal cell decomposition with an

equivalent LM-formula without parameters.

By quantifier elimination in L′, we can find a finite set of atomic L′-formulas ΦA such that

each formula in ΦL′ is equivalent to a boolean combination of formulas in ΦA modulo Th(M).

Lemma 2.2.9 tells us that a distal cell decomposition for ΦA is a distal cell decomposition for

ΦL′ , so it suffices to prove the desired result for ΦA. We then will find another finite set of

L′-formulas, Φ′, such that each atomic formula in ΦA is a boolean combination of formulas

in Φ′, and Φ′ satisfies the conditions of the following lemma, providing us with a distal cell

decomposition that we can show has the desired exponent. It suffices to find Φ′ satisfying the

requirements of Lemma 2.4.3 such that any atomic formula in ΦA is a boolean combination

of formulas from Φ′, and to show that for any finite Φ and B,
∣∣SΦ(B)

∣∣ ≤ O(|B||x|).

We will select Φ′ to contain only atomic L′-formulas of the form f(x)+g(y)+c�0, where

f, g are group endomorphisms, c is a term built only out of functions and constants, and

� ∈ {<,=, >}. If ϕ(x; y) is of the form f(x) + g(y) + c = 0, then for a given B,
∧
b∈B ϕ(x; b)

is either equivalent to ϕ(x; b) for all b ∈ B or not realizable. If ϕ is an inequality, then∧
b∈B ϕ(x; b) is equivalent to ϕ(x; b0) for some b0 minimizing or maximizing g(b). Also, for

all ϕ ∈ Φ′, ¬ϕ(x; y) is a disjunction of other formulas in Φ′, because ¬f(x) + g(y) + c = 0 is

equivalent to f(x) + g(y) + c < 0 ∨ f(x) + g(y) + c > 0, ¬f(x) + g(y) + c < 0 is equivalent

to f(x) + g(y) + c = 0 ∨ f(x) + g(y) + c > 0, and ¬f(x) + g(y) + c > 0 is equivalent to

f(x) + g(y) + c = 0 ∨ f(x) + g(y) + c < 0.

Now we show that every atomic L′-formula, and thus every formula in ΦA, can be ex-
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pressed as a boolean combination of atomic formulas of the form f(x) + g(y) + c�0 with

f and g total (multivariate) definable endomorphisms. Any atomic formula is of the form

f(x; y)�g(x; y), and by subtraction is equivalent to (f − g)(x; y)�0. Thus it suffices to show

that for any L′-term t(x; y) and � ∈ {<,=, >}, the atomic formula t(x; y)�0 is equivalent

to a boolean combination of formulas of the form f(x) + g(y) + c�′0 with f and g total

endomorphisms and �′ ∈ {<,=, >}.

We prove this by induction on the number of partial endomorphism symbols in t(x; y)

that do not represent total endomorphisms. If that number is 0, then every symbol in the

term t(x; y) is a variable, a constant, or represents a total endomorphism. Thus t(x; y) is a

composition of affine functions, and is thus itself an affine function, which can be represented

as f(x)+g(y)+c. Thus t(x; y)�0 is equivalent to f(x)+g(y)+c�0. Now let t(x; y) contain n+

1 partial endomorphism symbols. Let one of them be f , so that t(x; y) = t1(f(t2(x; y)), x, y)

for some terms t1, t2. By [LP93, Lemma 4.3] and local modularity, L′ contains a partial

endomorphism symbol g representing a total function such that f(x) = g(x) on the interval

(−c, c), with f(x) = 0 outside of that interval. Thus t(x; y)�0 is equivalent to

(−c < t2(x; y) ∧ t2(x; y) < c ∧ t1(g(t2(x; y)), x, y)�0)

∨ (¬(−c < t2(x; y) ∧ t2(x; y) < c) ∧ t1(0, x, y)�0) .

This is equivalent to a boolean combination of the formulas t2(x; y) + c > 0, t2(x; y) − c <

0, t1(g(t2(x; y)), x, y))�0, and t1(0, x, y)�0, each of which has at most n non-total partial

endomorphisms, and thus by induction, is a boolean combination of formulas of the desired

form.

Now we wish to verify that
∣∣SΦ(B)

∣∣ ≤ O(|B||x|). Theorem 6.1 of [ADH16] says that the

dual VC density of Φ will be at most |x|, which is only enough to show that Φ has distal

density |x|. However, the proof shows that
∣∣SΦ(B)

∣∣ ≤ O(|B||x|). Tracing the logic of that

paper, Theorem 6.1 guarantees that a weakly o-minimal theory has the VC1 property, which
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by Corollary 5.9 implies that Φ has uniform definition of Φ(x;B) types over finite sets with

|x| parameters, which implies that
∣∣SΦ(B)

∣∣ ≤ O(|B||x|) (as noted at the end of Section 5.1).

2.5 Presburger Arithmetic

Presburger arithmetic is the theory of Z as an ordered group. As mentioned in Example

2.9 of [CS18], the ordered group Z admits quantifier elimination in the language LPres =

{0, 1,+,−, <, {k |}k∈N}, where for each k ∈ N and x ∈ Z, Z |= k | x when x is divisible by

k, so we will work in this language. As this structure is quasi-o-minimal, it is distal, and we

will construct an explicit distal cell decomposition with optimal bounds, similar to the distal

cell decomposition for o-minimal expansions of locally modular ordered groups in Theorem

2.4.2.

Theorem 2.5.1. Let G be an ordered abelian group with quantifier elimination in LPres. Let

Φ(x; y) be a finite set of formulas in this language. Then Φ has distal density at most |x|.

Proof. Throughout this proof, we will identify Z with the subgroup of G generated by the

constant 1.

As G has quantifier elimination in this language, every ϕ(x; y) ∈ Φ is equivalent to

a boolean combination of atomic formulas. We will group the atomic formulas into two

categories. The first is those of the form f(x)�g(y) + c, where � ∈ {<,=, >}, (f, g) belongs

to a finite set F of pairs of Z-linear functions of the form
∑|x|

i=1 aixi with ai ∈ Z, and c

belongs to a finite set C ⊆ Z. The second is atomic formulas of the form k | (f(x)+g(y)+c)

for k ∈ N, (f, g) ∈ F , and c ∈ C. Furthermore, we may assume that only one symbol of the

form k | is used. If K is the least common multiple of the finite collection of k such that k |

appears in one of these atomic formulas, then each k | (f(x) + g(y) + c) can be replaced with

K | (d · f(x) + d · g(y) + d · c), where d ·
∑|x|

i=1 aixi =
∑|x|

i=1(d · ai)xi and dk = K. Note that
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all of these functions and constants are ∅-definable.

Then, by Lemma 2.2.9, we may replace Φ(x; y) with the union of the following two sets

of atomic formulas for appropriate choices of F and C:

• Fix C to be a finite subset of Z, F a finite subset of pairs of Z-linear functions of the

form
∑|x|

i=1 aixi, and K ∈ N.

• Let Φ0 be the set of all f(x)�g(y) + c with (f, g) ∈ F, c ∈ C,� ∈ {<,=, >}.

• Let Φ1 be the set of all K | (f(x) + g(y) + c) with (f, g) ∈ F, c ∈ {0, . . . , K − 1}.

• Let Φ = Φ0 ∪ Φ1.

It is straightforward to see that the negation of any formula from Φ0 is equivalent to the

disjunction of two formulas from Φ0, and a negation of any formula K|(f(x) +g(y) + c) from

Φ1 is equivalent to
∨

0≤c′<K,c′ 6=cK|(f(x) + g(y) + c), a disjunction of formulas from Φ1.

To apply Lemma 2.4.3, it suffices to show that for any ϕ ∈ Φ and nonempty finite

B ⊂ M |y|,
∧
b∈B ϕ(x; b) is equivalent to ϕ(x; b0) for some b0 ∈ B or is not realizable. This

holds for ϕ ∈ Φ0 for reasons discussed in the proof of 2.4.2. For ϕ ∈ Φ1, we see that if

there exist b1, b2 such that g(b1) 6≡ g(b2) (mod K), then ϕ(x; b1)∧ϕ(x; b2) implies K|(f(x)+

g(b1)+ c)∧K|(f(x)+g(b2)+ c) so K| (g(b1)− g(b2)), a contradiction. Thus this conjunction

is not realizable. Otherwise, for any b0 ∈ B, and any other b ∈ B, g(b) ≡ g(b0) (mod K), so∧
b∈B ϕ(x; b) is equivalent to ϕ(x; b0).

Now Lemma 2.4.3 gives us a distal cell decomposition T for Φ, such that for all B,

|T (B)| =
∣∣SΦ(B)

∣∣. The theory of Z in LPres is quasi-o-minimal by [BPW00, Example 2],

and the same argument will hold for G, because G has quantifier elimination in the same

language. The same VC density results apply to quasi-o-minimal theories as to o-minimal

theories (see [ADH16, Theorem 6.4]), so
∣∣SΦ(B)

∣∣ ≤ O(|B||x|).
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2.6 Qp, the linear reduct

Now we turn our attention to the linear reduct of Qp, viewed as a structure M in the

language Laff = {0,+,−, {c·}c∈Qp , |, {Qm,n}m,n∈N\{0}}, where c· is a unary function symbol

which acts as scalar multiplication by c, x | y stands for v(x) ≤ v(y), and M |= Qm,n(a)

if and only if a ∈
⋃
k∈Z p

km(1 + pnZp). For each m,n, the set Qm,n(M) \ {0} is a subgroup

of the multiplicative group of Qp with finite index. Leenknegt [Lee12, Lee14] introduced

this structure (referring to the language as LQp
aff ), proved that it is a reduct of Macintyre’s

standard structure on Qp, and proved cell decomposition results for it which imply quantifier

elimination.

Bobkov [Bob17] shows that every finite set Φ(x; y) of formulas has dual VC density ≤ |x|,

and this section is devoted to strengthening this by proving the same optimal bound for the

distal density:

Theorem 2.6.1. For any finite set Φ(x; y) of Laff-formulas in Qp, there is a distal cell

decomposition T with |T (B)| = O(|B||x|), so Φ has distal density ≤ |x|.

It is worth noting that Bobkov used a slightly different version of this language, which

included the constant 1, therefore making all definable sets ∅-definable. Because our distal

cell decomposition must be definable without parameters, we will use slightly stronger ver-

sions of Leenknegt and Bobkov’s basic lemmas, to avoid parameters. The first such result

is a cell-decomposition result, proven in [Lee12], but stated most conveniently as [Bob17,

Theorem 4.1.5]. To state it, we need to define what a cell is in that context:

Definition 2.6.2. A 0-cell is the singleton Q0
p. A (k + 1)-cell is a subset of Qk+1

p of the

following form:

{(x, t) ∈ D ×Qp | v(a1(x))�1 v(t− c(x))�2 v(a2(x)), t− c(x) ∈ λQm,n},

where D is a k-cell, a1, a2, c are polynomials of degree ≤ 1, called the defining polynomials,
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each of �1,�2 is either < or no condition, m,n ∈ N, and λ ∈ Qp.

Fact 2.6.3 ([Lee12], see also [Bob17, Theorem 4.1.5]). Any definable subset of Qk
p (in the

language Laff) decomposes into a finite disjoint union of k-cells.

Now we modify these definitions and results to work in an ∅-definable context:

Definition 2.6.4. A 0-cell over ∅ is just a 0-cell. A (k + 1)-cell over ∅ is a (k + 1)-cell

{(x, t) ∈ D×Qp|v(a1(x))�1v(t− c(x))�2v(a2(x)), t− c(x) ∈ λQm,n} where D is a k-cell over

∅ and the defining polynomials have constant coefficient 0.

We can now state a ∅-definable version of the cell decomposition result:

Lemma 2.6.5. Any ∅-definable subset of Qk
p (in the language Laff) decomposes into a finite

disjoint union of k-cells over ∅.

Proof. We trace the proof of the original cell decomposition result in [Lee12]. Lemmas 2.3

and 2.7 establish that finite unions of cells (in the case of finite residue field, equivalent

to the “semi-additive sets” of Definition 2.6) are closed under intersections and projections

respectively, and Lemma 2.5 (using Lemma 2.4) shows that all quantifier-free definable sets

are semi-additive. It suffices to modify each of these four lemmas slightly. In all four lemmas,

we modify the assumptions to require that all linear polynomials in the assumptions have

constant term 0. In each construction, the polynomials in the results are linear combinations

of the polynomials in the assumptions, and thus will also have constant term 0, allowing us

to state the results in terms of k-cells over ∅.

This tells us that no nonzero constants are definable:

Lemma 2.6.6. In the structure M consisting of Qp in the language Laff , dcl(∅) = {0}.

Proof. If a ∈ dcl(∅), then {a} is ∅-definable, so it can be decomposed into 1-cells over ∅.

There can only be one cell in the decomposition, {a}. All of its defining polynomials take in
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variables from the unique 0-cell, and thus consist only of their constant coefficient, which is

0. Thus the cell must be of the form {a} = {t ∈ D×Qp|v(0)�1v(t−0)�2v(0), t−0 ∈ λQm,n}.

The condition v(0)�1v(t)�2v(0) will define one of the following sets: ∅, {0},Qp \ {0},Qp,

and the condition t ∈ λQm,n defines {0} when λ = 0, and otherwise, λQm,n ⊆ Qp \ {0}.

Thus the whole cell is either {0} or λQm,n which is infinite, so if it is a singleton {a}, we

must have a = 0.

We now check that our cell decomposition for ∅-definable sets yields ∅-definable cells:

Lemma 2.6.7. Any k-cell over ∅ is ∅-definable.

Proof. We prove this by induction on k. The k = 0 case is trivial. The (k + 1)-cell

{(x, t) ∈ D × Qp|v(a1(x))�1v(t − c(x))�2v(a2(x)), t − c(x) ∈ λQm,n} is ∅-definable if D

is, v(a1(x))�1v(t − c(x))�2v(a2(x)) is, and t − c(x) ∈ λQm,n is. We have that D is by the

induction hypothesis. For the next condition, it suffices to observe that the defining polyno-

mials are ∅-definable functions if and only if they have constant coefficient 0, because scalar

multiplication is ∅-definable, but no constant other than 0 is. For the final condition, we see

that if λ = 0, then t− c(x) ∈ λQm,n is equivalent to t− c(x) = 0, which is ∅-definable, and if

λ 6= 0, then t−c(x) ∈ λQm,n is equivalent to λ−1 · (t−c(x)) ∈ Qm,n, which is ∅-definable.

We now want to generalize the following quantifier-elimination result to the ∅-definable

case:

Lemma ([Bob17, Theorem 4.2.1]). Any Laff-formula (with parameters) φ(x; y) where x and

y are finite tuples of variables is equivalent in the Laff-structure Qp to a boolean combination

of formulas from a collection

Φφ = {v(pi(x)− ci(y)) < v(pj(x)− cj(y))}i,j∈I ∪ {pi(x)− ci(y) ∈ λQm,n}i∈I,λ∈Λ

where I = {1, . . . , |I|} is a finite index set, each pi is a degree ≤ 1 polynomial with constant
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term 0, each ci is a degree ≤ 1 polynomial, and Λ is a finite set of coset representatives of

Qm,n for some m,n ∈ N.

Bobkov derives this result from the cell decomposition. If we apply the same logic to the

∅-definable cell decomposition from Lemma 2.6.5, then all of the polynomials involved have

constant term 0, and thus all formulas involved are ∅-definable:

Lemma 2.6.8. Any Laff-formula φ(x; y) where x and y are finite tuples of variables is

equivalent in the Laff-structure Qp to a boolean combination of formulas from a collection

Φφ = {v(pi(x)− ci(y)) < v(pj(x)− cj(y))}i,j∈I ∪ {pi(x)− ci(y) ∈ λQm,n}i∈I,λ∈Λ

where I = {1, . . . , |I|} is a finite index set, each pi and each ci is a degree ≤ 1 polynomial

with constant term 0 and Λ is a finite set of coset representatives of Qm,n for some m,n ∈ N.

As a corollary of this lemma and Lemma 2.2.9, we see that we can replace Φ with the

set
⋃
φ Φφ, and thus assume that Φ takes the form

{v(pi(x)− ci(y)) < v(pj(x)− cj(y))}i,j∈I ∪ {pi(x)− ci(y) ∈ λQm,n}i∈I,λ∈Λ.

for some fixed m,n ∈ N.

We now recall some terminology from Bobkov [Bob17].

Definition 2.6.9 ([Bob17], Def. 4.2.3). For the rest of this section, we fix B ⊂ M |y|, and

let T = {ci(b) : i ∈ I, b ∈ B}.

• For c ∈ Qp and r ∈ Z, we define Br(c) := {x : v(x− c) > r} and refer to it as the open

ball of radius r around c.

• Let the subintervals over a parameter set B be the atoms in the Boolean algebra
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generated by the set B of balls

{Bv(ci(b1)−cj(b2))(ci(b1)) : i, j ∈ I, b1, b2 ∈ B} ∪ {Bv(cj(b)−ck(b))(ci(b)) : i, j, k ∈ I, b ∈ B}

• Each subinterval can be expressed as I(t, αL, αU) where

I(t, αL, αU) = BαL(t) \
⋃

t′∈T∩BαU−1(t)

BαU (t′),

for some t = ci(b0) with i ∈ I, b0 ∈ B, and αL = α1(b0, b1), αU = α2(b0, b2), with α1, α2

chosen from a finite set A of ∅-definable functions Q2
p → Γ, including two functions

defined, by abuse of notation, as ±∞.

• The subinterval I(t, αL, αU) is said to be centered at t.

By this definition, it is not clear that I(t, αL, αU) should be uniformly definable from

parameters in B, as the set T ∩ BαU−1(t) could depend on all of B. However, we can

eliminate most of the balls from that definition. The ball BαU−1(t) can be split into p balls

of the form BαU (t′) for some t′ ∈ Qp, call them B1, . . . , Bp. Let T ′ be a subset of T ∩BαU−1(t)

such that for each Bi, if T ∩Bi 6= ∅, then T ′ contains only a single representative ti from Bi.

Then ⋃
t′∈T∩BαU−1(t)

BαU (t′) =
⋃
t′∈T ′

BαU (t′),

because each t′ ∈ T ∩ BαU−1(t) belongs to some Bi, so BαU (t′) = Bi = BαU (ti). We may

assume |T ′| to be at most p − 1, because if all p balls were removed, we could instead

define this set as I(t, αL, αU − 1). Thus each subinterval can be defined as I(t, αL, αU) =

ψsub(t, αL, αU , b̄), where ψsub is one of a finite collection Ψsub of formulas, and b̄ is a tuple of

at most p− 1 elements of B.

Definition 2.6.10 ([Bob17], Def. 4.2.5). For a ∈ Qp, define T−val(a) := v(a − t), where

a belongs to a subinterval centered at t. By Lemma 4.2.6, [Bob17], this is well-defined, as
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v(a− t) is the same for all valid choices of t.

Definition 2.6.11 ([Bob17], Def. 4.2.8). Given a subinterval I(t, αL, αU), two points a1, a2

in that subinterval are defined to have the same subinterval type if one of the following

conditions is satisfied:

• αL + n ≤ T−val(ai) ≤ αU − n for i = 1, 2 and (a1 − t)(a2 − t)−1 ∈ Qm,n,

• ¬(αL + n ≤ T−val(ai) ≤ αU − n) for i = 1, 2 and T−val(a1) = T−val(a2) ≤ v(a1 −

a2)− n.

We show that the set of points of each subinterval type is definable over t, αL, αU . The

subinterval types of the first kind are definable by

ψλtp(x; t, αL, αU) := (αL + n ≤ v(x− t) ≤ αU − n) ∧ (x− t) ∈ λQm,n

where λ ∈ Λ. The subinterval types of the second kind are definable by one of

ψL,i,qtp (x; t, αL, αU) := (v(x− t) = αL + i) ∧ (αL + i+ n ≤ v(x− (pαL+iq + t)))

or

ψU,i,qtp (x; t, αL, αU) := (v(x− t) = αU − i) ∧ (αU − i+ n ≤ v(x− (pαU−iq + t))),

where 0 ≤ i < n, and q ranges over a set Q of representatives of the balls of radius n

contained in B0(0) \B1(0). If we let α be αL + i or αU − i, this makes pαq + t range over a

finite set of representatives of the balls of radius α+n contained in the set Bα(t)\Bα+1(t) of

points a with v(a− t) = α. Let Ψtp be the set of all these formulas: {ψλtp : λ ∈ Λ} ∪ {ψL,i,qtp :

0 ≤ i < n, q ∈ Q} ∪ {ψU,i,qtp : 0 ≤ i < n, q ∈ Q}.
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2.6.1 Defining the Distal Cell Decomposition

We start by defining Ψ(x; (y0,i : i ∈ I), (y1,i : i ∈ I), (y2,i : i ∈ I)) to be the set of all formulas

ψ(x; (y0,i : i ∈ I), (y1,i : i ∈ I), (y2,i : i ∈ I)) of the form

(∧
i∈I

[
ψisub(pi(x), ti, αL,i, αU,i, ȳi) ∧ ψitp(pi(x), ti, αL,i, αU,i)

])
∧ ψσ(x; t1, . . . , t|I|)

where ψisub ∈ Ψsub, ψitp ∈ Ψtp, ψσ(x, t1, . . . , t|I|) is, for some permutation σ of I,

v(pσ(1)(x)− tσ(1)) > · · · > v(pσ(|I|)(x)− tσ(|I|)),

and we define ti, αL,i, αU,i so that ti = cj(y0,i) for some j ∈ I, αL,i = α1(y0,i, y1,i), and

αL,i = α2(y0,i, y2,i) for some α1, α2 ∈ A.

For each potential cell ∆, we will define I(∆) so that ∆ will be included in T (B) exactly

when each set ψisub(M, ti, αL,i, αU,i, b̄i) is actually a subinterval. Then each cell of T (B) will

consist of all elements a ∈ M |x| such that for all i, pi(a) belongs to a particular subinterval

and has a particular subinterval type, and the set {T − val(pi(a)) : i ∈ I} has a particular

ordering. These cells are not crossed by Φ(x;B), as a consequence of the following lemma:

Lemma 2.6.12 ([Bob17, Lemma 4.2.12]). Suppose d, d′ ∈ Qp satisfy the following three

conditions:

• For all i ∈ I, pi(d) and pi(d
′) are in the same subinterval.

• For all i ∈ I, pi(d) and pi(d
′) have the same subinterval type.

• For all i, j ∈ I, T − val(pi(d)) > T − val(pj(d)) iff T − val(pi(d
′)) > T − val(pj(d

′)).

Then d, d′ have the same Φ-type over B.

Now we check that we can actually define I(∆) as desired. For some ψsub(x, t, αL, αU , b̄)

to be a subinterval, we must check that it actually equals I(t, αL, αU), and that that set is
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not crossed by any other balls in B. If b̄ = (b1, . . . , bp−1), then there are j1, . . . , jp−1 ∈ I with

this set equal to BαL(t) \
⋃p−1
k=1BαU (cjk(bk)). This is actually I(t, αL, αU) as long as there is

no i ∈ I, b ∈ B with v(ci(b)− t) = αU , but ci(b) 6∈
⋃p−1
k=1BαU (cjk(bk)). The only way for this

to happen is if v(ci(b)− cjk(bk)) = αU for all 1 ≤ k < p, so let I1(∆) be the set of all b ∈ B

where this happens.

For ∆ = I(t, αL, αU) to not be a subinterval, it must be crossed by some ball Bα(t∗) ∈ B.

Such a ball crosses I(t, αL, αU) if and only if t∗ ∈ BαL(t), αL < α < αU , and

Bα(t∗) \
⋃

t′∈T∩BαU−1(t)

BαU (t) 6= ∅.

This last condition follows from the previous two, as

⋃
t′∈T∩BαU−1(t)

BαU (t) ( BαU−1(t),

and if α < αU , then either BαU−1(t) ⊂ Bα(t∗) or they are disjoint. The radius α can either be

v(cj(b)−ck(b)), where t∗ = ci(b), for some i, j, k ∈ I, or v(t′−t∗) for some t′ ∈ T . Let I2(∆) be

the set of all b such that for some i, j, k ∈ I, αL < v(cj(b)−ck(b)) < αU and αL < v(ci(b)−t).

This handles the former case. In the latter case, where α = v(t′− t∗), we see that as αL < α,

t′ ∈ BαL(t∗) = BαL(t), so αL < v(t − t′). Also, min {v(t− t′), v(t− t∗)} ≤ v(t′ − t∗) < αU ,

so either the ball Bv(t−t′)(t) or Bv(t−t∗)(t) has radius between αL and αU , and thus crosses

∆. Thus ∆ is crossed by a ball of the form Bv(t′−t∗)(t
∗) if and only if it is crossed by a ball

of the form Bv(t−t′)(t
′) if and only if there is some t′ ∈ T with αL < v(t− t′) < αU , so we let

I3(∆) be the set of all b such that there exists i ∈ I with αL < v(t− ci(b)) < αU .

Then if we let I(∆) = I1(∆)∪I2(∆)∪I3(∆), which is uniformly definable from just the

parameters used to define ∆, then ∆ is a subinterval if and only if B ∩I(∆) = ∅, as desired.
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2.6.2 Counting the Distal Cell Decomposition

To calculate the distal density of Φ, we will count the number of cells of T (B) by following

Bobkov’s estimate of
∣∣SΦ(B)

∣∣. Because our cells are defined less in terms of x itself than the

values pi(x), we define a function to shift our problem to study those values directly:

Definition 2.6.13 ([Bob17, Def. 4.3.4]). Let f : Q|x|p → QI
p be (pi(x))i∈I . Define the

segment set Sg to be the image f(Q|x|p ).

We will need a notation for recording certain coefficients of elements of Qp:

Definition 2.6.14 ([Bob17, Def. 4.2.9]). For c ∈ Qp, α < β ∈ v(Qp), c can be expressed

uniquely as
∑

γ∈v(Qp) cγp
γ with cγ ∈ {0, 1, . . . , p− 1}. Then define c � [α, β) to be the tuple

(cα, cα+1, . . . , cβ−1) ∈ {0, 1, . . . , p− 1}β−α.

This coefficient function � will be useful in allowing us to reduce the information of {ai :

i ∈ I} ∈ QI
p to a linearly independent subset together with a finite number of coordinates,

using this lemma:

Lemma 2.6.15 ([Bob17, Cor. 4.3.2]). Suppose we have a finite collection of vectors {~pi}i∈I

with each ~pi ∈ Q|x|p . Suppose J ⊆ I and i ∈ I satisfy ~pi ∈ span{~pj}j∈J , and we have

~c ∈ Qp, α ∈ v(Qp) with v(~pj · ~c) > α for all j ∈ J . Then v(~pi · ~c) > α − γ for some

γ ∈ v(Qp), γ ≥ 0. Moreover γ can be chosen independently from J, j,~c, α depending only on

{~pi}i∈I .

As each homogeneous linear polynomial pi(x) can be written as the dot product ~pi ·x for

some ~pi ∈ Q|x|p , let γ ∈ v(Qp)≥0 satisfy the criteria of Lemma 2.6.15 for {~pi}i∈I .

Definition 2.6.16 ([Bob17, Def. 4.3.3]). Any a ∈ Qp belongs to a unique subinterval

I(t, αL, αU). Define T − fl(a) := αL.

Using this function, we partition Sg into (2|I|)! pieces, corresponding to the possible

order types of {T − fl(xi) : i ∈ I} ∪ {T − val(xi) : i ∈ I}. We will show that each piece of

this partition intersects only O(|B||x|) cells of T (B).
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Let Sg′ be a piece of the partition. Relabel the functions pi such that

T − fl(a1) ≥ · · · ≥ T − fl(a|I|)

for all (ai)i∈I ∈ Sg′. Using a greedy algorithm, find J ⊆ I such that {~pj}j∈J , with the new

labelling, is linearly independent, and for each i ∈ I, ~pi is a linear combination of {~pj}j∈J,j<i.

Definition 2.6.17. • Denote {0, . . . , p− 1}γ as Ct.

• Let Tp be the set of all subinterval types. Lemma 4.2.11 from [Bob17] shows that

|Tp| ≤ K, where K is a constant that does not depend on B.

• Let Sub be the set of all subintervals. Lemma 4.2.4 from [Bob17] tells us that |Sub| =

O(|B|).

Now we can define a function identifying subintervals, subinterval types, and γ many

coefficients of the components of each element of Sg′:

Definition 2.6.18. Define g : Sg′ → TpI × SubJ × CtI\J as follows:

Let a = (ai)i∈I ∈ Sg′.

For each i ∈ I, record the subinterval type of ai to form the component in TpI .

For each j ∈ J , record the subinterval of aj to form the component in SubJ .

For each i ∈ I \ J , let j ∈ J be maximal with j < i. Then record ai � [T − fl(aj)− γ, T −

fl(aj)) ∈ Ct, and list all of these as the component in CtI\J .

Combine these three components to form g(a).

As {~pj}j∈J a linearly independent set in the |x|-dimensional vector space Q|x|p , |J | ≤ |x|,

so ∣∣∣Sg′ → TpI × SubJ × CtI\J
∣∣∣ = O(K |I| · |B||J | · pγ|I\J |) = O(|B||J |),

58



and it suffices to show that if a, a′ ∈ Q|x|p are such that f(a), f(a′) ∈ Sg′, and g(f(a)) =

g(f(a′)), then a, a′ are in the same cell of T (B). That would show that the number of cells

intersecting Sg′ is at most
∣∣∣Sg′ → TpI × SubJ × CtI\J

∣∣∣ = O(|B||x|). Then as the number of

pieces in the partition is itself only dependent on I, the total number of cells in T (B) is also

O(|B||x|) as desired.

If a, a′ are such that f(a), f(a′) ∈ Sg′, then immediately we know that (T −val(pi(a)))i∈I

and (T − val(pi(a
′)))i∈I have the same order type. If also g(f(a)) = g(f(a′)), then for each

i ∈ I, pi(a) and pi(a
′) have the same subinterval type, so it suffices to show that for each i,

pi(a) and pi(a
′) are in the same subinterval. This is clearly true for i ∈ J , but we need to

consider the CtI\J component of g to show that it is true for i ∈ I \J . Bobkov shows this in

Claim 4.3.8 and the subsequent paragraph of [Bob17]. That argument is summarized here:

Fix such an i ∈ I \ J , and let j ∈ J be maximal with j < i. By the definition of Sg′,

T − fl(ai) ≤ T − fl(aj) and T − fl(a′i) ≤ T − fl(a′j), and as aj, a
′
j lie in the same subinterval,

T − fl(aj) = T − fl(a′j). Claim 4.3.8 in [Bob17] shows that v(ai − a′i) > T − fl(aj) − γ.

As the Ct components of g(f(a)) and g(f(a′)) are also the same, we know that ai � [T −

fl(aj)− γ, T − fl(aj)) = a′i � [T − fl(a′j)− γ, T − fl(a′j)), but as [T − fl(aj)− γ, T − fl(aj)) =

[T − fl(a′j) − γ, T − fl(a′j)) and v(ai − a′i) > T − fl(aj) − γ, this tells us that even more

coefficents of ai and a′i agree, so v(ai − a′i) > T − fl(aj) ≥ max(T − fl(ai), T − fl(a′i)).

Assume without loss of generality that T − fl(ai) ≤ T − fl(a′i), and let the subintervals of

ai and a′i be I(t, T − fl(ai), αU) and I(t′, T − fl(a′i), α
′
U). Then as v(ai − a′i) > T − fl(a′i)

and v(t′ − a′i) > T − fl(a′i), the ultrametric inequality gives us v(ai − t′) > T − fl(a′i),

so ai ∈ BT−fl(a′i)
(t′) and ai ∈ BT−fl(ai)(t), so one ball is contained in the other. By the

assumption on the radii, BT−fl(a′i)
(t′) ⊆ BT−fl(ai)(t). If the subintervals are distinct, they

must be disjoint, in which case BT−fl(a′i)
(t′) ⊆ BT−fl(ai)(t) \ I(t, T − fl(ai), αU). However,

ai ∈ BT−fl(a′i)
(t′)∩ I(t, T −fl(ai), αU), contradicting this. Thus the subintervals are the same.
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2.6.3 A Conjecture about Locally Modular Geometric Structures

The following proposition, together with Theorem 2.6.1, lends support to a conjecture about

distal cell decompositions in locally modular geometric structures. Recall that a structure

is geometric when the acl operation defines a pregeometry and the structure is uniformly

bounded (it eliminates the ∃∞ quantifier) [HP94].

Proposition 2.6.19. The structure M with universe Qp in the language Laff is a modular

geometric structure.

Proof. To check this, it suffices to check that this structure is uniformly bounded, and that

its algebraic closure operation acl gives rise to a modular pregeometry.

First we check uniform boundedness. That is, we wish to show that for all partitioned

Laff-formulas ϕ(x; y) with |x| = 1, there is some n ∈ N such that for all b ∈ M |y|, either

|ϕ(M ; b)| ≤ n or ϕ(M ; b) is infinite.

By Lemma 2.6.5, ϕ(M,M |y|) is a disjoint union of (|y| + 1)-cells of the form {(x, y) ∈

Qp ×D|v(a1(y))�1v(x− c(y))�2v(a2(y)), x− c(y) ∈ λQm,n}. Let nϕ be the number of cells

in that disjoint union. We will show that for all b ∈ M |y|, either |ϕ(M ; b)| ≤ nϕ or ϕ(M ; b)

is infinite. To do this, we will show that for each cell ∆, defined by the formula ψ(x; y), that

for all b ∈ M |y|, either the fiber ψ(M ; b) is infinite, or |ψ(M ; b)| ≤ 1. Then for b ∈ M |y|, if

the original set ϕ(M ; b) is finite, then each fiber ψ(M ; b) of the cells are finite, and thus each

is at most a singleton. Thus |ϕ(M ; b)| is at most the number of cells nϕ.

Now consider a formula ψ(x; y) that defines an (|y|+1)-cell, and the fibers of ψ(M ; b) for

various b ∈ M |y|. The fibers are of the form {x|v(a1(b))�1v(x − c(b))�2v(a2(b)), x − c(b) ∈

λQm,n}, and we will show that any set of that form is either empty, infinite, or the singleton

{c(b)}.

For simplicity, let us assume c(b) = 0. This amounts just to a translation of the set,

and will not effect its size. Then assume a ∈ {x|v(a1(b))�1v(x)�2v(a2(b)), x ∈ λQm,n}, and
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we will show either that the set is {a}, or that it is infinite. If λ = 0, then λQm,n = {0},

so we have a = 0 and the set is {0}. Thus we assume λ 6= 0. As a ∈ λQm,n, there are

some k ∈ Z, z ∈ Zp such that a = λpkm(1 + pnz), and v(a) = v(λ) + km + v(1 + pnz). As

n 6= 0, we have v(pnz) = nv(z) ≥ n > 0, so v(1 + pnz) = v(1) = 0 by the ultrametric

property, and v(a) = v(λ) + km. Now for any z′ ∈ Zp, v(λpkm(1 + pnz′)) = v(a), and

λpkm(1 + pnz′) ∈ λQm,n, so λpkm(1 + pnz′) is also in this set. As λ 6= 0, these are all distinct

elements of the set, which is infinite.

Now we check that acl gives rise to a modular pregeometry. To do this, it suffices to

check that acl is just the span operation, equal to acl in the plain vector space language,

which also gives rise to a modular pregeometry. If B ⊆ M,a ∈ M , then a ∈ acl(B) if and

only if there exists a formula ϕ(x; y) with |x| = 1 and a tuple b ∈ B|y| such that ϕ(M, b)

is finite and M |= ϕ(a, b). If we decompose ϕ(M ;M |y|) into cells, then we see that there

must exist a cell (say it is defined by ψ(x; y)) such that a ∈ ψ(M, b). As ψ(M, b) ⊆ ϕ(M, b)

is also finite, and ψ(x; y) defines a cell, ψ(M ; b) = {c(b)} for a defining polynomial c of the

cell, which can be assumed to be linear with constant coefficient 0. Thus a = c(b), so a is in

the span of B. Clearly also the span of B is contained in dcl(B) ⊆ acl(B), so acl = dcl, and

both represent the span.

Conjecture 2.6.20. We conjecture that all distal locally modular geometric structures

admit distal cell decompositions of exponent 1. We have already shown this in the o-minimal

case with Theorem 2.4.2, and now we have shown this for the linear reduct of Qp with

Theorem 2.6.1.

2.7 Qp, the Valued Field

Let K be a P -minimal field, taken as a structure in Macintyre’s language, which consists of

the language of rings together with a symbol to define the valuation and a unary relation Pn

for each n ≥ 2, interpreted so that Pn(x) ⇐⇒ ∃y, yn = x. While the symbol to define the
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valuation can be chosen either to be a unary predicate defining the valuation ring or a binary

relation | interpreted so that x|y ⇐⇒ v(x) ≤ v(y), we will refer directly to the valuation v

for legibility. The symbols Pn are included so that this structure has quantifier-elimination

[Mac76]. Furthermore, assume that K has definable Skolem functions. (This assumption

is only required to invoke the cell decomposition seen at equation 7.5 from [ADH16]. The

existence of this cell decomposition is shown to be equivalent to definable Skolem functions

in [Mou09].)

Theorem 2.7.1. Let Φ be a finite set of formulas of the form ϕ(x; y). Then Φ admits a

distal cell decomposition with exponent 3|x| − 2.

Proof. This follows from Lemma 2.7.2 below, together with Theorem 2.3.1.

Lemma 2.7.2. If |x| = 1, then Φ admits a distal cell decomposition T with 3 parameters

and exponent 1.

In the rest of this section, we prove Lemma 2.7.2.

2.7.1 Simplification of Φ

To construct our distal cell decomposition, we start with a simpler notion of cell decomposi-

tion. Each formula ϕ(x; y) with |x| = 1, and thus every ϕ ∈ Φ, has a cell decomposition in the

sense that ϕ(x; y) is equivalent to the disjoint disjunction of the formulas ϕi(x; y) : 1 ≤ i ≤ N ,

each of the form

v(f(y))�1v(x− c(y))�2v(g(y)) ∧ Pn(λ(x− c(y)))

for some n,N > 0, where �1 is < or no condition, �2 is ≤ or no condition, f, g, c are ∅-

definable functions, and λ ∈ Λ, a finite set of representatives of the cosets of P×n . By Hensel’s

Lemma, we can choose Λ ⊂ Z ⊆ dcl(∅), so that each cell is ∅-definable [Mac76]. Let F be

the set of all functions appearing as f, g in these formulas, and C the set of all functions

appearing as c (See equation 7.5, [ADH16]).
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Now we define ΦF,C,Λ(x; y) as the set of formulas {v(f(y)) < v(x − c(y)) : f ∈ F, c ∈

C}∪{Pn(λ(x−c(y))) : c ∈ C, λ ∈ Λ}. It is easy to check that every formula of Φ is a boolean

combination of formulas in ΦF,C,Λ, so a distal cell decomposition for ΦF,C,Λ will also be a

distal cell decomposition for Φ. Thus we may assume that Φ is already of the form ΦF,C,Λ.

For additional ease of notation, we also assume F contains the constant function f0 : y 7→ 0.

2.7.2 Subintervals and subinterval types

Let Br(c) denote again the open ball centered at c with radius r: Br(c) = {x ∈ K : v(x−c) >

r}. Fix a finite set B ⊂ M |y|, and let B be a set of balls, similar to those referred to in

[ADH16], Section 7.2 as “special balls defined over B”, which we express as B := BF ∪ BC ,

where

BF = {Bv(f(b))(c(b)) : b ∈ B, f ∈ F, c ∈ C}

and

BC = {Bv(c1(b1)−c2(b2))(c1(b1)) : b1, b2 ∈ B, c1, c2 ∈ C}.

Clearly |BF | = O(|B|). It is less clear that |BC | = O(|B|), but this is a consequence of

[ADH16, Lemma 7.3]. Thus |B| = O(|B|).

Definition 2.7.3. We now define subintervals and surrounding notation, analogously to

Definition 2.6.9, but with a different notion of subinterval types.

• Define a subinterval as an atom in the boolean algebra generated by B.

• Each subinterval can be expressed as I(t, αL, αU) where

I(t, αL, αU) = BαL(t) \
⋃

t′∈T∩BαU−1(t)

BαU (t′),

for some t = ci(b0) with i ∈ I, b0 ∈ B, and αL = α1(b0, b1), αU = α2(b0, b2), with α1, α2

chosen from a finite set A of ∅-definable functions Q2
p → Γ, including two functions
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defined, by abuse of notation, as ±∞.

• The subinterval I(t, αL, αU) is said to be centered at t.

• For a ∈ Qp, define T − val(a) := v(a− t), where a belongs to a subinterval centered at

t. As in Definition 2.6.10, this is well-defined.

• Given a subinterval I(t, αL, αU), two points a1, a2 in that subinterval are defined to

have the same subinterval type if one of the following conditions is satisfied:

1. αL + 2v(n) < T−val(ai) < αU − 2v(n) for i = 1, 2, and (a1 − t)(a2 − t)−1 ∈ P×n

2. ¬(αL + 2v(n) < T−val(ai) < αU − 2v(n)) for i = 1, 2, and

T−val(a1) = T−val(a2) < v(a1 − a2)− 2v(n).

We will construct a distal cell decomposition T (B) where each cell consists of all points

in a fixed subinterval with a fixed subinterval type. There are several requirements to check

for this:

1. The sets of points in a fixed subinterval with a fixed subinterval type are uniformly

definable from three parameters in B.

2. If two points lie in the same subinterval and have the same subinterval type, then they

have the same Φ-type over B.

3. K has O(|B|) subintervals, and each divides into a constant number of subinterval

types.

The first and second requirements will verify that this is a valid distal cell decomposition.

The third will verify that |T (B)| ≤ O(|B|), and thus that T has exponent 1. The first will

guarantee that T uses only three parameters.

First we check the first requirement. We see that the triple (t, αL, αU) can always be

defined from a triple (b0, b1, b2) ∈ B3, so it suffices to show that each cell (subinterval type)
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in the subinterval I(t, αL, αU) can be defined from (t, αL, αU) and no other parameters in B.

Note that while in Section 2.6, we showed that the subintervals are uniformly definable, and

the same argument would hold here, the defining formulas there may need more than three

parameters, so we give a different argument.

A subinterval type of the first kind can be defined from t, αL, αU by ψλ(t, αL, αU) :=

αL + 2v(n) < v(x− t) < αU − 2v(n)∧Pn(λ(x− t)). A subinterval type of the second kind is

just a ball, of the form Br+2v(n)(q), where either r = αL+ i with 0 < i ≤ 2v(n), or r = αU− i,

with 0 ≤ i ≤ 2v(n), and q satisfies T − val(q) = r, which is implied by v(t − q) = r. For

a fixed t, αL, αU , there are a constant number of choices for r, and q can be chosen to be

pr(q0) + t, where q0 is chosen from a set Q of representatives for open balls of radius 2v(n)

such that v(q0) = 0.

Given a potential cell ∆ which represents a subinterval type within the set I(t, αL, αU),

we want to define I(∆) so that I(∆) ∩ B = ∅ if and only if there actualy is a subinterval

I(t, αL, αU). There is such an interval if and only if there are no balls in B strictly containing

BαU (t) and strictly contained in BαL(t). A ball Bv(f(b)(c(b)) ∈ BF for some b ∈ B, f ∈ F, c ∈

C lies between those two balls if and only if αL < v(f(b)) < αU and v(f(b)) < v(t − c(b)),

so define

θf,c(y; t, αL, αU) := αL < v(f(y)) < αU ∧ v(f(b)) < v(t− c(b)).

A ball Bv(c1(b1)−c2(b2))(c1(b1)) ∈ BC for some b1, b2 ∈ B, c1, c2 ∈ C lies between those two balls

if and only if αL < v(c1(b1) − c2(b2)) < αU and v(c1(b1) − c2(b2)) < v(t − c1(b1)). If this is

true, then Bv(c1(b1)−c2(b2))(c1(b1)) = Bv(t−c2(b2))(t), so it is enough to check if there is a ball

Bv(t−c(b))(t) that lies between those two balls. That happens if and only if αL < v(t− c(b)) <

αU , so define

θc(y; t, αL, αU) := αL < v(t− c(y)) < αU .
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Then I(∆) is defined by the formula

∨
c∈C

(
θc(y; t, αL, αU) ∨

(∨
f∈F

θf,c(y; t, αL, αU)

))

as desired.

Now we will check the third requirement. Ordering the balls of B by inclusion forms a

poset, whose Hasse diagram can be interpreted as a graph. By the ultrametric property, any

two intersecting balls are comparable in this ordering, which rules out cycles in the graph.

As the number of vertices is |B| = O(|B|) and the graph is acyclic, the number of edges is

also O(|B|). There are also O(|B|) subintervals, because there is (almost) a surjection from

edges of the graph to subintervals: given an edge between B1 and B2, assuming without loss

of generality that B2 ( B1, we can assign it to the subinterval I(t, αL, αU), where t ∈ B2,

αL is the radius of B1, and αU is the radius of B2. This omits the subintervals with outer

ball K, and the subintervals representing minimal balls in B, but there are O(|B|) of those

as well.

Now we will check that each subinterval breaks into only a constant number of subinterval

types. Fix a subinterval I(t, αL, αU). Then the subinterval types of the first kind correspond

with cosets of P×n , of which there are n (or n+ 1 if one takes into account the fact that 0 is

not in the multiplicative group at all). As in Section 2.6, or [Bob17, Lemma 4.2.11], there

will also be a constant number of subinterval types of the second kind. We have seen that

these can be defined as Br+2v(n)(q). For our fixed (t, αL, αU), r must be either αL + i with

0 < i ≤ 2v(n) or αU − i with 0 ≤ i ≤ 2v(n), which leaves only finitely many choices. For a

fixed r, q must be of the form pr(q0) + t, where q0 is chosen from a fixed finite set, so there

are |Q| choices of q.

Now we check the second requirement. Let ϕ ∈ Φ, b ∈ B. Then ϕ(x; b) is either of the

form v(f(b)) < v(x− c(b)) for f ∈ F, c ∈ C or Pn(λ(x− c(b))) for c ∈ C, λ ∈ Λ.

If ϕ(x; b) is v(f(b)) < v(x − c(b)), then the set of points satisfying ϕ(x; b) is a ball in
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B, so a subinterval, as an atom in the boolean algebra generated by B, is not crossed by

that ball, or the formula v(f(b)) < v(x− c(b)). Thus each cell of T (B), being a subset of a

subinterval, is not crossed by ϕ(x; b).

Now it suffices to check that each cell is not crossed by ϕ(x; b), where ϕ(x; b) is Pn(λ(x−

c(b))) for c ∈ C, λ ∈ Λ. To do this, we will need the following lemma:

Lemma 2.7.4 (7.4 in [ADH16]). Suppose n > 1, and let x, y, a ∈ K with v(y − x) >

2v(n) + v(y − a). Then (x− a)(y − a)−1 ∈ P×n .

We will show that any two points a1, a2 in a given subinterval I(t, αL, αU) with a given

subinterval type satisfy (a1 − c(b))(a2 − c(b))−1 ∈ P×n . This shows that K |= P n(λ(a1 −

c(b))) ⇐⇒ P n(λ(a2 − c(b))), so the cell defined by points in that subinterval with that

subinterval type is not crossed by ϕ(x; b).

We will do casework on the two kinds of subinterval types, but for both we use the fact

that the definition of I(t, αL, αU) implies that either v(t− c(b)) ≤ αL, or v(t− c(b)) ≥ αU .

In the first kind of subinterval type, we have (a1 − t)(a2 − t)−1 ∈ P×n by definition, so it

suffices to show, without loss of generality, that (t − a1)(c(b) − a1)−1 ∈ P×n . Lemma 2.7.4

shows that this follows from v(t− c(b)) > 2v(n) + v(t− a1). As T − val(a1) = v(t− a1), this

is equivalent to v(t−c(b)) ≥ αU . By the construction of I(t, αL, αU), this is one of two cases,

and we are left with the case v(t− c(b)) ≤ αL. In that case, v(t− c(b)) + 2v(n) < v(t− a1).

Thus (a1 − c(b))(t − c(b))−1 ∈ P×n , and similarly, (a2 − c(b))(t − c(b))−1 ∈ P×n , so we get

(a1 − c(b))(a2 − c(b))−1 ∈ P×n .

In the second kind of subinterval type, we have v(a1− t) = v(a2− t) < v(a1−a2)−2v(n).

If v(t − c(b)) ≥ αU , then as a1 ∈ I(t, αL, αU), we have αL < v(a1 − t) ≤ αU , we have

v(a1− c(b)) = v(a1− t) by the ultrametric property. Thus v(a1− c(b)) + 2v(n) < v(a1− a2),

so by Lemma 2.7.4, (a1 − c(b))(a2 − c(b))−1 ∈ P×n . In the other case, v(t − c(b)) ≤ αL <

v(a1 − t), so the lemma tells us that v(a1 − c(b)) = v(t − c(b)) < v(a1 − t) − 2v(n), so by

the lemma, v(a1 − c(b))(a1 − t)−1 ∈ P×n , and also v(a2 − c(b))(a2 − t)−1 ∈ P×n , so as also
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v(a1 − t) + 2v(n) < v(a1 − v2), so (a1 − t)(a2 − t)−1 ∈ P×n , so we can combine all these facts

to get (a1 − c(b))(a2 − c(b))−1 ∈ P×n .

2.8 Zarankiewicz’s Problem

In this section, we introduce background on Zarankiewicz’s problem, and the bounds known

for the case of distal-definable bipartite graphs in general. We then combine these general

bounds with the bounds on distal cell decompositions throughout in this chapter, arriving

at concrete combinatorial corollaries for the distal structures we have discussed.

2.8.1 Background

First we will want to define the notion of a bigraph. A bigraph consists of a pair of sets X, Y

and a relation E ⊂ X×Y such that E is a bipartite graph with parts X and Y . We say that

such a bigraph contains a Ks,u if there is a subset A ⊂ X with |A| = s and a subset B ⊂ Y

with |B| = t such that E restricted to A × B is a complete bipartite graph (isomorphic to

Ks,u).

Zarankiewicz’s problem asks to bound asymptotically in m and n the number of edges in

the largest bipartite graph on m× n omitting the subgraph Ks,t. Better bounds are known

when we fix a particular infinite bigraph E omitting some Ks,t, and bound the size of the

largest subgraph with parts of size m,n respectively. If P,Q are subsets of the parts of E,

then we write E(P,Q) to denote the set of edges between P,Q, so we concern ourselves with

bounding |E(P,Q)| in terms of |P | and |Q|. This applies easily to problems in incidence

geometry - if Γ is a family of curves on Rn, we may consider an incidence graph on parts

Rn and Γ defined by placing an edge between (p, γ) exactly when p ∈ γ. When these curves

are algebraic of bounded degree, Bézout’s theorem bounds the size of a complete bipartite

subgraph Ks,t in this incidence graph, and then we are interested in the number of edges

(incidences) between a finite set of points and a finite set of curves. For a general reference
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on incidence geometry, see [She22].

We will concern ourselves with the case where the bigraph is definable in a distal structure.

In the incidence example, this happens when the curves in Γ are uniformly definable in some

distal structure on R. In [CGS20], the authors set an upper bound for Zarankiewicz’s

problem in bigraphs definable in a distal structure, using distal cell decompositions as the

foundation of their approach. The resulting bound depends essentially on the distal density

of the definable graph - this is our primary motivation for defining distal density and distal

exponents in this chapter.

The approach of [CGS20] follows a classic divide-and-conquer argument used in [Mat02,

Section 4.5] to prove the Szemerédi-Trotter theorem, which states that if we let Γ be the set

of lines in R2, then

|E(P,Q)| = O
(
|P |2/3|Q|2/3 + |P |+ |Q|

)
.

This is proven using cuttings:

Definition 2.8.1. Let F be a finite family of subsets of a set X with |F| = n. Given a real

1 < r < n, we say that a family C of subsets of X is a 1
r
-cutting for F when C forms a cover

of X and each set C ∈ C is crossed by at most n
r

elements of F .

Cuttings differ from abstract cell decompositions in that a limited amount of crossing is

allowed, but they are still related. In [Mat02, Section 6.5], a bound ([Mat02, Lemma 4.5.3])

is given on the size of an 1
r
-cutting into triangles with respect to any finite set of lines. For a

given set of points and a given set of lines, a particular value of r is chosen, an 1
r
-cutting is

found, and then for each triangle in the cutting, the set of incidences between points in the

triangle and lines that cross the triangle is bounded. These bounds are summed, and after

considering some exceptional cases, this proves Szemerédi-Trotter.

In [CGS20], meanwhile, the authors find uniformly definable cuttings for each definable

relation, starting with a distal cell decomposition. The size of the cutting given by this

cutting lemma scales directly with the size of the given distal cell decomposition, so the

69



bounds on distal cell decompositions throughout this chapter also function as bounds on the

sizes of cuttings.

Fact 2.8.2 (Distal Cutting Lemma: [CGS20, Theorem 3.2]). Let φ(x; y) be a formula admit-

ing a distal cell decomposition of exponent d. Then for any natural n and any real 1 < r < n,

there exists t = O(rd) such that for any finite H ⊆M |y| of size n, there are uniformly defin-

able sets X1, . . . , Xt ⊆M |x| which form an 1
r
-cutting for {φ(x;h) : h ∈ H}.

The proof of this also follows the proof of the cutting lemma for lines in [Mat02, Sections

4.6 and 6.5], which in turn uses the random sampling technique of Clarkson and Shor.[CS89].

From this cutting lemma, a similar divide-and-conquer argument works. Given a formula

φ(x; y) on a distal structure M defining a bigraph E on M |x| ×M |y|, for any finite subset

H ⊆ M |y|, the authors of [CGS20] use a distal cell decomposition and the distal cutting

lemma to find a suitable cutting for {φ(x;h) : h ∈ H}. They then, in summary, use other

tools to bound the incidences between the points in each cell of the cutting and formulas

φ(x;h) which cross it, and combine these bounds to find a final result, quoted here in our

terminology:

Fact 2.8.3 ([CGS20, Theorem 5.7]). Let M be a structure and d, t ∈ N≥2. Assume that

E(x, y) ⊆M |x|×M |y| is a definable relation given by an instance of a formula θ(x, y; z) ∈ L,

such that the formula θ′(x; y, z) := θ(x, y; z) has a distal cell decomposition of exponent t,

and such that the VC density of θ′′(x, z; y) := θ(x, y; z) is at most d. Then for any k ∈ N

there is a constant α = α(θ, k) satisfying the following.

For any finite P ⊆ M |x|, Q ⊆ M |y|, |P | = m, |Q| = n, if E(P,Q) is Kk,k-free, then we

have:

|E(P,Q)| ≤ α
(
m

(t−1)d
td−1 n

t(d−1)
td−1 +m+ n

)
.

While d, t are assumed to be integral in their theorem statement, they could be replaced

with any real d, t ∈ R≥2 and their proof would work unchanged. If θ′ has distal density t, then

70



it is not known if θ must have a distal cell decomposition of exponent precisely t. However,

we can still get nearly the same bound, as for all ε > 0, θ′ has a distal cell decomposition

with exponent t + ε. As limε→0
(t+ε−1)d
(t+ε)d−1

= (t−1)d
td−1

, and (t+ε)(d−1)
(t+ε)d−1

≤ t(d−1)
td−1

, the theorem still

holds for θ′ with distal density t, except with the final bound replaced by

|E(P,Q)| ≤ α
(
m

(t−1)d
td−1

+εn
t(d−1)
td−1 +m+ n

)
for arbitrary ε > 0 and α = α(θ, k, ε).

Contrast this result to an analogous result for semi-algebraic sets, using polynomial

partitioning for the divide-and-conquer argument instead of cuttings:

Fact 2.8.4 ([Wal20, Corollary 1.7]). Let P be a set of m points and let V be a set of n

constant-degree algebraic varieties, both in Rd, such that the incidence graph of P × V does

not contain Ks,t. Then for every ε > 0, we have

I(P,V) = Od,s,t,ε
(
m

(d−1)s
ds−1

+εn
d(s−1)
ds−1 +m+ n

)
.

The initial version of this result, [FPS17, Theorem 1.2], had an extra factor of mε in the

first term. The mε was removed first in special cases, such as in [BS16, Theorem 1.5], with

a more involved application of polynomial partitioning, eventually leading to [Wal20].

Remark 1. The special case of d = s = 2 is proven in [FPS17, Theorem 1.1], without the

extra factor of mε, using the cutting lemma strategy generalized by [CGS20]. This method

would imply the rest of Fact 2.8.4 given a distal cell decomposition of exponent |x| for each

finite set Φ(x; y) of formulas in the language of ordered rings over R.

As a last remark before examining these combinatorial applications in specific structures,

we mention some other combinatorial applications of distal cell decompositions which may

be improved using specific bounds like those in this chapter. While the papers are different

in strategy and scope, both [Bas09, Theorem 2.6] and [CS18, Theorem 1.9] apply techniques
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that we now recognize as distal cell decompositions and distal cutting lemmas Ramsey-

theoretically, showing that sets definable in distal structures satisfy a property that [CS18]

dubs the strong Erdős-Hajnal property. The constants in this asymptotic bound are improved

by providing better bounds on exponents of distal cell decompositions.

2.8.2 New Results in Specific Structures

In this subsection, we collect the results from earlier in the chapter and combine them with

the Zarankiewicz bounds of [CGS20] as cited above.

We begin by just applying Fact 2.8.3 with known distal exponent and VC density bounds,

listing the exponents in the resulting Zarankiewicz bounds in a table.

Corollary 2.8.5. Let M be a structure from the left column of the following table and let

E ⊆Ma×M b be a definable bigraph. Then for any k ∈ N, there is a constant α = α(θ, k) such

that for the corresponding values of q and r in this table, and any finite P ⊆ Ma, Q ⊆ M b,

|P | = m, |Q| = n, if E(P,Q) is Kk,k-free, then |E(P,Q)| ≤ α (mqnr +m+ n) .
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M q r

o-minimal expansions of groups (2a−3)b
(2a−2)b−1

(2a−2)(b−1)
(2a−2)b−1

weakly o-minimal structures (2a−2)b
(2a−1)b−1

(2a−1)(b−1)
(2a−1)b−1

ordered vector spaces over ordered division rings (a−1)b
ab−1

a(b−1)
ab−1

Presburger arithmetic (a−1)b
ab−1

a(b−1)
ab−1

Qp the valued field (3a−3)(2b−1)
(3a−2)(2b−1)−1

(3a−2)(2b−2)
(3a−2)(2b−1)−1

Qp in the linear reduct (a−1)b
ab−1

a(b−1)
ab−1

Table 2.2: Zarankiewicz Bounds for Definable Graphs in Distal Structures

Proof. The bounds on VC densities and exponents of distal cell decompositions are listed in

Theorem 2.1.1. The VC densities come from the literature cited in that theorem, as does

the exponent for the distal cell decomposition in the case of o-minimal expansions of groups

with a = 2 from [CGS20], but the rest of the distal cell decomposition bounds are new to

this chapter.

In some applications to Zarankiewicz’s problem, the omitted bipartite graph Ks,u may

give a better bound on the relevant VC density than is known for general formulas. The

following lemma bounds the VC density for formulas defining relations which do not contain

a Ks,u:

Lemma 2.8.6. Let M be a first-order structure, and ϕ(x; y) be a formula such that the

bigraph with edge relation ϕ(M |x|;M |y|) does not contain Ks,u. Then vc(ϕ) ≤ s.
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Proof. An equivalent way (see [ADH16]) of defining πϕ(n) is as maxA⊂M |x|,|A|=n |ϕ ∩ A|, where

ϕ ∩ A is shorthand for {A ∩ ϕ(M |x|, b) : b ∈M |y|}.

Given A ⊂ M |x|, find B ⊂ M |y| such that for each subset A0 ∈ ϕ ∩ A, there is exactly

one b ∈ B such that A0 = A ∩ ϕ(M |x|, b). Thus |B| = |ϕ ∩ A|.

The number of subsets of A in ϕ∩A of size less than B is trivially bounded by
∑s−1

i=0

(|A|
i

)
=

O(|A|s−1). Thus there areO(|A|s−1) elements b ∈ B for which
∣∣ϕ(M |x|, b) ∩ A

∣∣ < s. However,

by assumption, for each subset AB ⊆ A of size B, there are most t− 1 elements b of B with

M |= ϕ(a, b) for all a ∈ As. Thus there are at most (t − 1)
(|A|
s

)
= O(|A|s) elements b ∈ B

for which
∣∣ϕ(M |x|, b) ∩ A

∣∣ ≥ s, and in general, |B| = O(|A|s), so πϕ(n) = O(ns), and

vc(ϕ) ≤ s.

Combining this lemma with Theorem 2.8.3 gives us the following Zarankiewicz bound

for bigraphs defined in distal structures, making use only of the omitted complete bipartite

subgraph for the VC density bound.

Corollary 2.8.7. Let M be a structure and t ∈ R≥2. Assume that E(x, y) ⊆M |x|×M |y| is

a definable relation given by an instance of a formula θ(x, y; z) ∈ L, such that the formula

θ′(x; y, z) := θ(x, y; z) has a distal cell decomposition of exponent t, and the graph E(x, y)

does not contain Ks,u. Then there is a constant α = α(θ, s, u) satisfying the following.

For any finite P ⊆M |x|, Q ⊆M |y|, |P | = m, |Q| = n, we have:

|E(P,Q)| ≤ α
(
m

(t−1)s
ts−1 n

t(s−1)
ts−1 +m+ n

)
.

This Corollary recalls one version of Theorem 2.6 of [CS20], which provides the same

bound on |E(P,Q)| from a slightly different assumption on t, and either the same condition

of ϕ(x; y) omitting Ks,u for some u, or ϕ(x; y) omitting Ku,u for some u and having dual VC

density at most s.

To phrase this corollary in terms of distal density, we must add a small error term again.
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If instead t is the distal density of θ′, then for all ε ∈ R>0, we get the bound

|E(P,Q)| ≤ α
(
m

(t−1)s
ts−1

+εn
t(s−1)
ts−1 +m+ n

)
,

where α depends also on ε.

To illustrate the generality of Corollary 2.8.7, we will apply it to some specific struc-

tures. Let us first apply it to M = Rexp = 〈R; 0, 1,+, ∗, <, ex〉. This structure is an

expansion of a field, and o-minimal by [Wil96], allowing us to apply the distal exponent

bounds from Theorem 2.4.1. We define an exponential polynomial to be a function Rn → R

in Z[x1, . . . , xn, e
x1 , . . . , exn ] as in [BKW10], and an exponential-polynomial inequality to be

an inequality of exponential polynomials. As any exponential polynomial function over R

is definable in this structure, a boolean combination of exponential-polynomial inequalities

or equations will be as well. Combining all of this with Corollary 2.8.7 gives the following

result:

Corollary 2.8.8. Assume that E(x, y) ⊆ R|x| × R|y| is a relation given by a boolean combi-

nation of exponential-polynomial (in)equalities, and the graph E(x, y) does not contain Ks,u.

Then there is a constant α = α(θ, s, u) satisfying the following.z

For any finite P ⊆ R|x|, Q ⊆ R|y|, |P | = m, |Q| = n, we have:

|E(P,Q)| ≤ α
(
m

(2|x|−2)s
(2|x|−1)s−1n

(2|x|−1)(s−1)
(2|x|−1)s−1

+ε +m+ n
)
.

Let us also apply Corollary 2.8.7 to subanalytic sets over Zp, defined as in [DD88]:

Definition 2.8.9. • A set S ⊆ Znp is semianalytic if for every x ∈ S, there is an open

neighborhood U of x such that U ∩ S can be defined by a boolean combination of

inequalities of analytic functions.

• A set S ⊆ Znp is subanalytic if for every x ∈ S, there is an open neighborhood U of

x and a semianalytic set S ′ in U × ZNp for some N such that U ∩ S = π(S ′), where
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π : U × ZNp → U is the projection map.

For any n, the subanalytic subsets of Znp are exactly the quantifier-free definable subsets

in a structure Ran, which is a substructure of the structure Kan, consisting of Qp with its

analytic structure, as described in [DHM99]. As per Theorem A’/B from [DHM99], this

structure is P -minimal with definable Skolem functions, we can apply the distal exponent

bounds from Theorem 2.7.1, giving us this corollary:

Corollary 2.8.10. Assume that E(x, y) ⊆ Z|x|p × Z|y|p is a subanalytic relation, and the

graph E(x, y) does not contain Ks,u. Then there is a constant α = α(θ, s, u) satisfying the

following.

For any finite P ⊆ Z|x|p , Q ⊆ Z|y|p , |P | = m, |Q| = n, we have:

|E(P,Q)| ≤ α
(
m

(3|x|−3)s
(3|x|−2)s−1n

(3|x|−2)(s−1)
(3|x|−2)s−1

+ε +m+ n
)
.
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CHAPTER 3

Fuzzy VC Combinatorics and Distality in Continuous

Logic

The fields of model theory, machine learning, and combinatorics each have generalizations of

VC-dimension for fuzzy and real-valued versions of set systems. These different dimensions

define a unique notion of a VC-class for both fuzzy sets and real-valued functions. In this

chapter, we study these VC-classes, obtaining generalizations of certain combinatorial results

from the discrete case. These include appropriate generalizations of ε-nets, the fractional

Helly property and the (p, q)-theorem.

We then apply these results to continuous logic. We prove that NIP for metric structures

is equivalent to an appropriate generalization of honest definitions, which we use to study

externally definable predicates and the Shelah expansion. We then examine distal metric

structures, providing several equivalent characterizations, in terms of indiscernible sequences,

distal types, strong honest definitions, and distal cell decompositions.

3.1 Introduction

Distal structures were first studied as a way to characterise non-stable behavior in NIP the-

ories, and defined in terms of indiscernible sequences[Sim13]. They include some important

non-stable NIP structures, such as weakly o-minimal structures and the p-adics. Subse-

quently, distality was re-defined combinatorially, in terms of strong honest definitions or dis-

tal cell decompositions, generalizing o-minimal cell decompositions, and providing the most

77



general model-theoretic setting for semialgebraic incidence combinatorics [CS15] [CGS20]

[CS18].

Continuous logic replaces the standard first-order structures of model theory with metric

structures, and formulas with continous functions to the real interval [0, 1][BBH08]. This

makes it the natural setting to study analytic objects such as probability algebras, Banach

spaces, and C∗-algebras. It also has natural connections to topological dynamics, as Polish

groups are exactly the automorphism groups of metric structures, and new research has

linked stability and NIP to dynamics in this way[Mel10][BT16][Iba16]. Stability, NIP, n-

dependence, and some other dividing lines of neostability theory have already been defined

for metric structures, with applications such as continuous n-dependent or stable regular-

ity [BU10] [Ben09] [CT20] [CCP24]. Meanwhile, distal metric structures have only been

mentioned in the context of hyperimaginaries[KP22].

In this chapter, we aim to lay the groundwork for studying distality in continuous logic.

We set up the basic theory of distal metric structures, proposing continuous versions of

several definitions of distality, and proving them equivalent. Along the way, we prove results

relevant to all NIP metric structures, including versions of honest definitions and uniform

definability of types over finite sets (UDTFS), generalizing results from [CS13] and [CS15]

in the discrete case. Chapters 4 and 5 will provide examples of distal metric structures and

consider distal regularity (as developed in [CS18] and simplified in [Sim16]) in the context

of continuous logic, providing further characterizations of distal metric structures in terms

of Keisler measures.

In order to understand distality in continuous logic, we must first better understand NIP,

and the various fuzzy and real-valued generalizations of VC-dimension. In Section 3.2, we

use these to prove real-valued versions of some classic combinatorial theorems of VC-classes.

Classically, a set system on a set X is a set or family of subsets of X, which can be thought

of in terms of their characteristic functions X → {0, 1}. A fuzzy set system replaces the

characteristic function X → {0, 1} with a characteristic function X → {0, 1, ∗}, where ∗
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denotes an indeterminate truth value. The most important examples of fuzzy set systems

come from classes of functions X → [0, 1]. Given any family F of such functions, and any

0 ≤ r < s ≤ 1, we can define a fuzzy set system by replacing each function f : X → [0, 1]

with the function fr,s such that f(t) = 0 for t ≤ r, f(t) = ∗ for r < t < s, and f(t) = 1

for t ≥ s. These fuzzy set systems arising from real-valued functions are central to Ben

Yaacov’s development of NIP in continuous logic, including a proof that randomizations of

NIP structures are NIP[Ben09].

In Section 3.2, we review the different notions of VC-dimension for fuzzy set systems

and real-valued function systems, such as fuzzy VC-dimension, Rademacher complexity,

and covering numbers, and compare these, checking that all of these give rise to the same

definition of a VC class of functions. We then show that VC classes of fuzzy sets admit

ε-nets, while VC classes of functions admit ε-approximations. We then use a combination

of these techniques to show a fractional Helly theorem (Theorem 3.2.29) and a real-valued

(p, q)-theorem (Theorem 3.2.31), which we will later apply to the model theoretic context to

get uniform (strong) honest definitions.

In Section 3.4, we apply the results of Section 3.2 to NIP metric structures, using back-

ground on continuous logic provided in Section 3.3. Just as in classical logic, where an NIP

structure is one where every definable class of sets has finite VC-dimension, a metric struc-

ture is NIP (as defined in [Ben09]) when every definable class of functions is a VC class in

any of the equivalent senses of Section 3.2. We find several more equivalent definitions of

NIP, summarized in Theorem 3.4.14. In particular, NIP metric structures are characterized

by the following version of honest definitions:

Theorem 3.1.1. Let A be a closed subset of Mx where M � U and (M,A) � (M ′, A′). Let

φ(x; y) be a definable predicate. Then there exists a definable predicate ψ(x; z), which we call

a uniform honest definition for φ(x; y), such that for every b ∈My, there exists d ∈ Az such

that
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• for all a ∈ A, φ(a; b) = ψ(a; d)

• for all a′ ∈ A′, φ(a′; b) ≤ ψ(a′; d).

We then define the Shelah expansion of a metric structure by externally definable pred-

icates, and use honest definitions to show that the Shelah expansion of an NIP metric

structure is NIP, just as in the classical case developed in [CS13].

With these techniques for studying NIP metric structures, we turn our attention to distal

metric structures in Section 3.5. Distal metric structures were briefly mentioned in [KP22],

defined by applying the definition of distal indiscernible sequences to the continuous logic

context. In this section, we flesh out the theory of distal metric structures, starting with

that indiscernible sequence definition, and proving several equivalent characterizations:

Theorem 3.1.2 (Theorem 3.5.5). If a metric theory T is NIP, then the following are equiv-

alent:

1. T is distal.

2. Every global type is distal.

3. Every formula admits strong honest definitions (see Definition 3.5.8).

4. Every formula admits an ε-distal cell decomposition for each ε > 0 (see Definition

3.5.17).

This generalizes characterizations of distality from [Sim15], [CS15], and [CGS20] to work

with metric structures.

3.2 Fuzzy Combinatorics

In this section, we will generalize some combinatorial facts about set systems and relations

of finite VC-dimension to fuzzy set systems and fuzzy relations.
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The VC-dimension of fuzzy set systems was introduced for model theory purposes in

[Ben09], and for machine learning purposes in [AHH22]. A fuzzy subset S of a set X, denoted

S v X, is formalized as pair (S+, S−) of disjoint subsets of X, where S+ is the set of elements

such that x ∈ S, S− is the set of elements such that x 6∈ S, but for x ∈ X \ (S+ ∪ S−),

the truth value of x ∈ S is undefined. (These can also be modeled as partial functions

to {0, 1} on X, or as in [AHH22], functions to {0, ∗, 1}.) A fuzzy set system on X is

a set of fuzzy subsets of X, and a fuzzy relation between X and Y is a fuzzy subset of

X × Y . A fuzzy relation R v X × Y can produce two fuzzy set systems: RY is the fuzzy

set system on X given by {({x : (x, y) ∈ R+}, {x : (x, y) ∈ R−}) : y ∈ Y }, and RX

is the similarly-defined fuzzy set system on Y . Each fuzzy relation R v X × Y has a

corresponding dual fuzzy relation, R∗ v Y ×X, given by (y, x) ∈ R∗+ ⇐⇒ (y, x) ∈ R+ and

(y, x) ∈ R∗− ⇐⇒ (y, x) ∈ R−. Any fuzzy set system F can also be thought of as a fuzzy

relation X × F , given by ({(x, S) : x ∈ S+}, {(x, S) : x ∈ S−}), and thus we can define a

dual fuzzy set system, F∗, which is the fuzzy set system on F induced by the dual of that

fuzzy relation.

Sometimes, for combinatorial results, it is more useful to think of a fuzzy subset of X

as a pair of nested subsets, as S+ ⊆ X \ S−, where we think of the inner subset as the

elements that are definitely in S, and the outer subset as the elements that could possibly be

in S. If F is a fuzzy set system on X, then we can define the inner and outer set systems by

Fi = {S+ : S ∈ F} and Fo = {X \S− : S ∈ F}. We can translate many of the combinatorial

theorems known for non-fuzzy set systems by showing that if the assumptions of the theorem

hold for Fi, then the results will hold for Fo.

Definition 3.2.1. Let F be a fuzzy set system on X and Y ⊆ X. We will define the basic

notions of shattering and the shatter functions associated to F .

• Let F∩Y be the set of all subsets Z ⊆ Y such that there exists S ∈ F with S+∩Y = Z

and S− ∩ Y = Y \ Z.
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• Let πF(n) = maxY⊆X:|Y |=n |F ∩ Y |. We call πF the shatter function of F .

• Say that F shatters Y when F ∩ Y = P(Y ), or equivalently, |F ∩ Y | = 2|Y |.

• Define the dual shatter function, π∗F , to be πF∗ .

We now have the nomenclature to define the VC-dimension of a fuzzy set system, and

VC classes.

Definition 3.2.2. Let F be a fuzzy set system on X, and d ∈ N. We say that F has

VC-dimension at least d when πF(n) = 2n for all n ≤ d. The VC-dimension of F , denoted

vc(F), is then the largest such d if there is one, and is otherwise ∞. We say that F is a VC

class when F has finite VC-dimension.

We define the dual VC-dimension vc∗(F) to be the VC-dimension of F∗.

Note that this notion of dimension differs by 1 (in the finite case) from the notion of

VC-index discussed in [Ben09]. This more closely matches the convention adopted in the

combinatorics literature that will be cited later.

The following lemma shows that we do not need to define dual-VC classes, as they are

the same as VC classes.

Fact 3.2.3 ([Ben09, Fact 2.14]). If R v X × Y is a fuzzy relation, then RX is a VC class if

and only if RY is. Thus we can simply speak of VC-relations without specifying whether we

are referring to RX or RY having finite VC-dimension.

In order to understand the shatter function, we note that the Sauer-Shelah lemma trans-

lates easily to the fuzzy context:

Fact 3.2.4 ([Ben09]). If F is a fuzzy set system on X with VC-dimension at most d, then

for all n, πF(n) ≤ pd(n), where pd(n) =
∑

k≤d n
k = O(nd).
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Unfortunately, this polynomial bound does not suffice to translate all probabilistic argu-

ments using the shatter function, as for a fuzzy set system F on X and a subset Y ⊆ X,

the number of actual possible fuzzy subset intersections (S+ ∩ Y, S− ∩ Y ) for S ∈ F could

be much larger. In some cases, counting a strong disambiguation (as described in [AHH22])

will be more helpful:

Definition 3.2.5. If S v X, say that a subset S ′ ⊆ X strongly disambiguates S when

S+ ⊆ S ′ and S ′ ∩ S− = ∅. Say that a set system F ′ on a set X strongly disambiguates a

fuzzy set system F on X when for every fuzzy set S ∈ F , there is some S ′ ∈ F ′ refining S.

The following lemma is an immediate consequence of [AHH22, Theorem 13], and can

be thought of as a version of Sauer-Shelah for strong disambiguations, though its bound is

slightly worse than polynomial.

Lemma 3.2.6. Let F be a fuzzy set system on a finite set X of VC index at most d. Then

there exists a non-fuzzy set system F ′ strongly disambiguating F , with |F ′| ≤ |X|O(d log(|X|)).

We now look at fuzzy set systems derived from classes of real-valued functions. If Q ⊆

[0, 1]X , and 0 ≤ r < s ≤ 1, then Q gives rise to the fuzzy set system Qr,s consisting of the

fuzzy sets qr,s = (q≤r, q≥s) for q ∈ Q, where q≤r = {x : q(x) ≤ r} and q≥s = {x : q(x) ≥ s}.

Then the inner set system of Qr,s is Q≤r := {{x : q(x) ≤ r} : q ∈ Q}, and the outer is

Q<s := {{x : q(x) < s} : q ∈ Q}. If instead of a set of functions Q ⊆ [0, 1]X , we have a

function Q : X × Y → [0, 1], we can define a fuzzy relation Qr,s on X and Y .

Definition 3.2.7. Let Q ⊆ [0, 1]X be a collection of functions. We say that Q is a VC-class

when for any 0 ≤ r < s ≤ 1, the fuzzy set system Qr,s has finite VC-dimension.

If instead Q is a function Q : X × Y → [0, 1], we say that Q is a VC-function when for

any 0 ≤ r < s ≤ 1, the fuzzy relation Qr,s has finite VC-dimension.
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3.2.1 Rademacher/Gaussian Complexity and ε-Approximations

In order to express another equivalent definition of VC classes of functions, we need to

introduce the concepts of Rademacher/Gaussian complexity and mean width. This definition

of a VC class will then allow us to retrieve a version of the VC Theorem, guaranteeing the

existence of ε-approximations to VC classes.

Definition 3.2.8. Let A ⊆ Rn. Let σ be a randomly chosen vector in Rn. Define the mean

width of A, w(A, σ), to be Eσ[supa∈A σ · a].

If σ is chosen uniformly from {+1,−1}, then we call w(A, σ) the Rademacher mean width,

denoted wR(A) = w(A, σ).

If σ = (σ1, . . . , σn), where the σis are independent Gaussian variables with distribution

N(0, 1), then we call w(A, σ) the Gaussian mean width, denoted wG(A) = w(A, σ).

The following fact allows us to translate between statements using Rademacher and

Gaussian variables:

Fact 3.2.9 ([Wai19, Exercise 5.5]). For any A ⊆ [0, 1]n,

wR(A) ≤
√
π

2
wG(A) ≤ 2

√
log nwR(A)

We can now apply these definitions to function classes.

Definition 3.2.10. Let Q ⊆ [0, 1]X be a function class, and let x̄ = (x1, . . . , xn) ∈ Xn.

Define Q(x̄) = {(q(x1), . . . , q(xn)) : q ∈ Q}.

Then define the Rademacher mean width rQ(n) to be supx̄∈X wR(Q(x̄)), and the Gaussian

mean width gQ(n) to be supx̄∈X wG(Q(x̄)).

If µ is a probability measure on X, then define the Rademacher complexity rQ,µ(n) to

be 1
n
Eµn [wR(Q(x̄))], and the Gaussian complexity gQ,µ(n) to be 1

n
Eµn [wG(Q(x̄))]. (Note the

normalization factor 1
n

- this is more useful for probability applications.)
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It is easy to see that for all choices of Q, n, µ, we have
rQ(n)

n
≤ rQ,µ(n) and

gQ(n)

n
≤ gQ,µ(n).

We now have the language to connect these notions to VC classes:

Lemma 3.2.11. Let X be a set, and Q ⊆ [0, 1]X . The following are equivalent:

1. Q is a VC class.

2. limn→∞
gQ(n)

n
= 0

3. limn→∞
rQ(n)

n
= 0

As a consequence, if Q is a VC class, and µ a probability measure on X, then

lim
n→∞

rQ,µ(n) = lim
n→∞

gQ,µ(n) = 0.

Proof. The equivalence between (i) and (ii) is given by [Ben09, Theorem 2.11], and the

equivalence between (ii) and (iii) is evident from Fact 3.2.9.

Definition 3.2.12. For a function q ∈ [0, 1]X and (x1, . . . , xn) ∈ Xn, define

Av(x1, . . . , xn; q) =
1

n

n∑
i=1

q(xi).

For a function class Q ⊆ [0, 1]X , a probability measure µ on X, and ε > 0, say that a

tuple (x1, . . . , xn) is a ε-approximation for Q with respect to µ when for every q ∈ Q,

|Av(x1, . . . , xn; q)− Eµ[q]| ≤ ε.

Fact 3.2.13 ([Wai19, Theorem 4.10]). Let Q be a class of functions from X to [0, 1]. Then

for any finitely-supported probability measure µ on X, and any δ > 0, we have

µn
(

sup
q∈Q
|Av(x1, . . . , xn; q)− Eµ[q]| > 2rQ,µ(n) + δ

)
≤ exp

(
−nδ

2

2

)
.
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We can use this fact as a version of the VC theorem for function classes:

Theorem 3.2.14. If n ∈ N is such that n > 0 and
rQ(n)

n
< ε, then for any finitely-supported

probability measure µ on X, then there exists an ε-approximation for Q in the support of µ

of size at most n.

In particular, if Q is a VC class and µ a finitely-supported probability measure, then for

every ε > 0, there exists a ε-approximation for Q in the support of µ, of size at most n,

where n = n(ε, rQ).

Proof. Fix 0 < δ < ε− rQ(n)

n
. Then the probability that a randomly selected tuple (x1, . . . , xn)

is not an ε-approximation is

µn
(

sup
q∈Q
|Av(x1, . . . , xn; q)− Eµ1 [q]| > ε

)
≤ exp

(
−nδ

2

2

)
< 1.

If Q is a VC class, such a ε can always be selected for large enough n, as limn→∞
rQ(n)

n
=

0.

3.2.2 Covering Numbers and ε-Approximations

In this section, we follow the covering number approach of [ABC97] to bound the sizes of ε-

approximations, in a measure-theoretic generality suitable for Keisler measures, as in [Sim15,

Section 7.5].

Definition 3.2.15. For x̄ ∈ Xn, let N (Q, x̄, ε) be the l∞-distance covering number of the

set Q(x̄) - that is, the minimum size of a set A ⊆ [0, 1]n such that for all q ∈ Q(x̄), there is

a ∈ A with d(a, q) ≤ ε, with d denoting the l∞ distance.

Let NQ,ε(n) = supx̄∈Xn N (Q, x̄, ε).

To bound the covering number, we will use variations on the VC-dimension:

Definition 3.2.16. Let Q ⊆ [0, 1]X be a class of functions, and ε > 0.
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Let the ε-VC-dimension of Q, vcε(Q), be the supremum of the VC-dimensions vc(Qr,r+ε)

where r ∈ [0, 1− ε].

Define the fat-shattering dimension of Q, denoted fsε(Q), to be the maximal cardinality

(or∞ if there is no maximum) of a finite set A ⊆ X such that there is a function f : A→ [0, 1]

such that (Q− f)−ε,ε shatters A.

Ben Yaacov [Ben09] has shown that Q is a VC-class if and only if vcε(Q) is finite for

all ε > 0. The fat-shattering dimension also corresponds (up to constants) to the idea of

“determining a d-dimensional ε-box” in [Ben09], where it is also shown that Q is a VC-class

if and only if fsε(Q) is finite for all ε > 0. The following fact relates the two dimensions more

concretely:

Fact 3.2.17 ([ABC97, Lemma 2.2]). Let Q ⊆ [0, 1]X , ε > 0. Then

vc2ε(Q) ≤ fsε(Q) ≤
(

2d1
ε
e − 1

)
vcε(Q).

The fat-shattering dimension is useful for the following lemma. (The version given here

is stated in the proof of the cited lemma.)

Fact 3.2.18 ([ABC97, Lemma 3.5]). Let fsε/4(Q) ≤ d. Then

NQ,ε(n) ≤ 2

(
4n

ε2

)d log(2en/dε)

= nOd,ε(logn).

We can deduce from this and Fact 3.2.17 that the bound of NQ,ε(n) = nOd,ε(logn) also

holds when vcε/4(Q) ≤ d, although with a different constant.

We can also bound the VC-dimension from the covering numbers.

Lemma 3.2.19. Let Q ⊆ [0, 1]X , 0 ≤ r < s ≤ 1, 0 < ε < s−r
2

. Then

πQr,s(n) ≤ NQ,ε(n).
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Proof. Let A ⊆ X be such that |A| = n and |Qr,s∩A| is maximized, so |Qr,s∩A| = πQr,s(n).

Then for each subset B ⊆ A in |Qr,s ∩ A|, there is some qB ∈ Q with qB(a) ≤ r for a ∈ B

and qB(a) ≥ s for a ∈ A \ B. The points (qB(a) : a ∈ A) for B ∈ Qr,s ∩ A thus each have

`∞-distance at least s − r from each other. Thus no two of them can lie in the same ε-ball

in that metric, and the covering number must be at least πQr,s(n).

In particular, any sub-exponential bound on the covering number for each ε implies that

Q is a VC class of functions.

Alon et al. use the covering number bound to prove the existence of ε-approximations

using the following fact:

Fact 3.2.20 ([ABC97, Lemma 3.4]). Let ε > 0, n ≥ 2
ε2
, Q ⊆ [0, 1]X , and let x̄ = (x1, . . . , xn)

be a tuple of i.i.d. random variables with values in X. Then subject to measurability con-

straints which are satisfied if the probability distribution of each xi is finitely supported,

P
[
sup
q∈Q

(Av(x̄, q)− E[q(x1)]) > ε

]
≤ 12nNQ,ε/6(2n) exp

{
−ε

2n

36

}
.

Combining the previous two facts gives a bound on the minimum size of ε-approximations

for Q with respect to any finitely-supported probability measure µ:

Fact 3.2.21 ([ABC97, Theorem 3.6]). Let Q ⊆ [0, 1]X satisfy fsε/24(Q) ≤ d. Then if µ is a

finitely-supported probability measure on X, for all ε, δ > 0, if x̄ = (x1, . . . , xn) consists of

i.i.d. random variables with distribution given by µ, we have

P
[
sup
q∈Q

(Av(x̄, q)− E[q(x1)]) > ε

]
≤ δ

for

n = O

(
1

ε2

(
d ln2 d

ε
+ ln

1

δ

))
.

In Chapter 4, we will derive version of Facts 3.2.20 and 3.2.21 for generically stable

88



Keisler measures in continuous logic, bounding the sizes of ε-approximations for definable

predicates with respect to a fixed generically stable Keisler measure.

3.2.3 Transversals and ε-nets

While ε-approximations lend themselves naturally to real-valued function classes, there is

another way of approximating set systems with respect to measures that more naturally

generalizes to fuzzy set systems: ε-nets. In this subsection, we will use a fuzzy set system

generalization of ε-nets to prove fuzzy versions of a bound on transversal numbers and to

prove a fractional Helly property and (p, q)-theorem for fuzzy set systems. This generalizes

the classical combinatorial results for set systems described in [Mat02, Chapter 10].

Definition 3.2.22. Let F be a fuzzy set system on X, µ a probability measure on X and

ε > 0. An ε-net for F with respect to µ is a subset A ⊆ X such that for every (S+, S−) ∈ F

such that µ(S+) ≥ ε, A 6⊆ S−.

In order to construct ε-nets out of ε-approximations, we will need to define a construction

that crops a function class down to a particular interval. Let fr,s : [0, 1] → [0, 1] be the

piecewise linear function given by

fr,s(x) =


r x ≤ r

x r ≤ x ≤ s

s x ≥ s

.

Now let Qr,s = {fr,s ◦q : q ∈ Q}. If Q is a VC-class, then Qr,s will be one as well, and in fact,

for any r′ < s′, the VC-dimension of (Qr,s)r′,s′ will be at most the VC-dimension of Qr′,s′ ,

and for all n, gQr,s(n) ≤ gQ(n).

Lemma 3.2.23. For any ε > 0, 0 ≤ r < s ≤ 1, if Q ⊂ [0, 1]X is a class of functions, µ

is a probability measure on X, and Ā = (a1, . . . , an) is a δ-approximation for Qr,s, where
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δ < (s− r)ε, then A = {a1, . . . , an} is a ε-net for Qr,s with respect to µ.

Proof. Fix ε, g,Q, and µ, let δ < (s − r)ε, and let Ā be a δ-approximation for Qr,s. Now

let q ∈ Q, and assume that µ(q≤r) = µ((fr,s ◦ q)≤r) ≥ ε. Then Eµ[fr,s ◦ q] ≤ s − (s − r)ε,

and accordingly Av(a1, . . . , an; q) ≤ s− (s− r)ε+ δ < s, so there exists at least one ai with

q(ai) < s.

Theorem 3.2.24. For any ε > 0, 0 ≤ r < s ≤ 1 and g : N→ [0,∞) such that g(n) = o(1),

there is N = N((s− r)ε, g) such that if Q ⊂ [0, 1]X is a class of functions such that
rQ(n)

n
≤

g(n) for all n, and µ is a finitely-supported probability measure on X, there is an ε-net A

for Qr,s with respect to µ with |A| ≤ N .

Proof. Let N, δ be such that g(N) < δ < (s − r)ε. Using Theorem 3.2.14, we can find a

δ-approximation Ā for Qr,s, which by Lemma 3.2.23 is a ε-net for Qr,s.

This statement is easy to deduce from the VC-Theorem, but it only applies to fuzzy set

systems derived from classes of functions. With a direct probabilistic argument, adapted

from the classical proof by Haussler and Welzl ([Mat02, Theorem 10.2.4]), we can bound

the size on ε-nets for any VC fuzzy set system based only on ε and the VC-dimension, up

to some measurability assumptions. In Chapter 4, we will prove that this also holds in the

context of generically stable Keisler measures.

Theorem 3.2.25. For any ε > 0 and d ∈ N, there is N = O(dε−1 log ε−1) such that if

F is a fuzzy set system on X with VC-dimension at most d, and µ is a finitely-supported

probability measure on X, there is an ε-net A for F with respect to µ with |A| ≤ N .

If µ is not necessarily finitely-supported, then the result still holds, assuming the following
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events are measurable:

S± : S ∈ F

E0(x1, . . . , xN) =
⋃

S∈F ,µ(S+)≥ε

N⋂
i=1

[xi ∈ S−]

E1(x1, . . . , xN , y1, . . . , yN) =
⋃

S∈F ,µ(S+)≥ε

(
N⋂
i=1

[xi ∈ S−]

)
∩

 ⋃
I⊆{1,...,N},|I|≥dNε2 c

⋂
i∈I

[yi ∈ S+]


These will be measurable, for instance, if we assume that F is a countable set system

of measurable fuzzy sets, or that µ is a Borel probability measure on a topological space X

where for each S ∈ F , S+ and S− are both open.

Proof. This proof generalizes the argument by Haussler and Welzl used in [Mat02, Theorem

10.2.4].

Let N = Cdε log (ε−1), with C to be determined later. Let Ā = (a1, . . . , aN) be a tuple

of independently selected variables with values in X and distribution µ. Then let E0 be the

event that {a1, . . . , aN} is not a ε-net. We wish to show that for large enough C, P[E0] < 1,

so there must exist a ε-net of size N . We can express E0 =
⋃
S∈F ,µ(S+)≥ε

⋂N
i=1[ai ∈ S−]. If

either F or the support of µ is countable, then this is clearly measurable, and if each S− is

open, then this is open.

Let B̄ = (b1, . . . , bN) be a second tuple of random variables, independent of Ā with the

same distribution. Let E1 be the event that there exists S ∈ F such that µ(S+) ≥ ε, for

each 1 ≤ i ≤ N , ai ∈ S− and there are at least k = dNε
2
c values of i such that bi ∈ S+. We

will show that P[E1] ≥ 1
2
P[E0], and then we will show that P[E1] < 1

2
. We can see that E1

is measurable for the same reasons as E0 is.

To show that P[E1] ≥ 1
2
P[E0], we will fix Ā, select B conditioned on Ā, and show that

P[E1|Ā] ≥ 1
2
P[E0|Ā]. If {a1, . . . , aN} is not a ε-net, then P[E0|Ā] = 0, and as E1 ⊆ E0,
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P[E1|Ā] = 0. Assume {a1, . . . , aN} is an ε-net. Then if Ii for 1 ≤ i ≤ N are the indicator

random variables for bi ∈ S+, and I = I1 + · · · + IN , we have that P[E1|Ā] = P[I ≥ k].

The Iis are i.i.d. random variables, equalling 1 with probability µ(S+) ≥ ε. By a standard

Chernoff tail bound for binomial distributions, we have that P[X ≥ k] ≥ 1
2

= 1
2
P[E0|Ā].

Thus in general, P[E1] ≥ 1
2
P[E0].

To show that P[E1] < 1
2
, we will instead condition on the value of the multiset D =

{a1, . . . , aN , b1, . . . , bN}. Select Ā and B̄ by permuting D uniformly at random. All events

will be measurable as this probability space is finite. For any fixed fuzzy set S v X, let ES

be the conditional event that Ā ⊆ S− and there are at least k values of i such that bi ∈ S+,

given the choice of multiset D. We find that if S ′ is a strong disambiguation of S ∩D, then

ES ⊆ ES′ , so if F ′ is a strong disambiguation of F restricted to D, we have that

E1|D =
⋃

S∈F :µ(S+)≥ε

ES ⊆
⋃
S∈F

ES ⊆
⋃
S′∈F ′

ES′ .

Now we apply Lemma 3.2.6, and find a strong disambiguation F ′ with |F ′| = (2N)O(d log(2N)),

or as we will prefer later, there is C ′ such that |F ′| ≤ (2N)C
′(d log(2N)). We find that for each

S ′ ∈ F ′, if |D ∩ S ′| < k, then P[ES′ ] = 0, and that if |D ∩ S ′| ≥ k, then P[ES′ ] is the

probability that when a set of N elements of D is selected at random, the set is disjoint with

S ′. This is at most(
2N−|D∩S′|

N

)(
2N
N

) ≤
(

2N−k
N

)(
2N
N

) ≤ (1− k

2N

)N
≤ e−(k/2N)N = εCd/4.
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Now we bound the probability of the union, letting C ′ be the constant of :

P[E1|D] ≤
∑
S′∈F ′

P[ES′ ]

≤ |F′|ε−Cd/4

≤ (2N)C
′(d log(2N))εCd/4

=
(

(2Cdε−1 log ε−1)C
′(log(2Cdε−1 log ε−1))εC/4

)D
While this expression is somewhat complicated, it is still clear that an increasing quasipoly-

nomial function of C times a decreasing exponential of C will limit to 0, so for large enough

C, we find that P[E1|D] < 1
2
.

We apply this first to transversal numbers. We will only apply these to actual discrete

set systems, so the definitions here are the same as in [Mat02].

Definition 3.2.26. Let F be a set system on a set X. A transversal of F is a set T ⊆ X

such that for all S ∈ F , T ∩S 6= ∅. The transversal number of F , τ(F) is the minimum size

of a finite transversal T ⊆ X, if it exists.

A fractional transversal of F is a finitely-supported function t : X → [0, 1] such that for

all S ∈ F ,
∑

s∈S t(s) ≥ 1. The fractional transversal number of F , τ ∗(F) is the minimum

size of a fractional transversal t, if it exists, with the size of t being defined as
∑

x∈X t(x).

We can now use Theorem 3.2.25 on the existence of ε-nets of fuzzy set systems to bound

the transversal number of the outer set system in terms of the fractional transversal nmuber

of the inner set system.

Theorem 3.2.27. Let d ∈ N, and let t > 0. There is T = T (t, d) such that if F is a finite

fuzzy set system on X with VC-dimension at most d, and τ ∗(Fi) ≤ t, then τ(Fo) ≤ T .

Proof. As F is finite, we may assume that there is an optimal fractional transversal f :
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X → [0, 1] for Fi of finite support. This f leads to a probability measure µ on X defined by

µ({x}) = f(x)
τ∗(Fi) for all x ∈ X, which itself has finite support.

Now we claim that any 1
t
−net for the fuzzy set system F is a transversal. If indeed a set

A ⊆ X is a 1
t
−net, then for any S ∈ F such that µ(S+) ≥ 1

τ∗(Fi) , we also have µ(S+) ≥ 1
t
, and

thus A 6⊆ S− by the 1
t
−net property. As for every S ∈ F , we have µ(S+) =

∑
x∈S+

f(x)

τ∗(Fi) ≥ 1
τ∗(Fi)

by the assumption that f is a fractional transversal, A must be a transversal for Fo.

Thus we can simply let T be large enough that there must be a 1
t
-net of size at most T .

By Theorem 3.2.25, we can choose T depending only on d and t.

We now use ε-nets for fuzzy relations to give a bound on a fuzzy fractional Helly number.

This generalizes the results of [Mat04], using the following definition of a fractional Helly

number for a fuzzy relation:

Definition 3.2.28. We say that a fuzzy relation R v X × Y has fractional Helly number k

when for every α > 0, there is a β > 0 such that if b1, . . . , bn ∈ Y are such that
⋂
i∈I R

bi
+ 6= ∅

for at least α
(
n
k

)
sets I ∈

(
[n]
k

)
, then there is J ⊆ [n] with |J | ≥ βn such that

⋂
j∈J(X \Rbj

− ) 6=

∅.

We can bound the fractional Helly number of a fuzzy relation by its dual VC-density,

that is, the exponent of growth of the dual shatter function (the shatter function of the fuzzy

set system SX on Y ).

Theorem 3.2.29. [Generalizing [Mat04]] Let R v X×Y be a fuzzy set system with πRX (n) =

o(nk). Then R has fractional Helly number k.

Proof. This proof follows Matousek’s probabilistic argument closely, but it is important to

keep track of when an element S of the set system is replaced with S+ or S−.

Let α > 0. Fix m such that πRX (m) < α
4

(
m
k

)
, and set β = 1

2m
. If n ≤ 2m2 = m

β
, then

for any b1, . . . , bn ∈ Y , all that is required to find a set J ⊆ [n] with |J | ≥ βn such that
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⋂
j∈J(X \ Rbj

− ) 6= ∅ is a singleton J = {bj} with R
bj
+ 6= ∅. Thus it suffices to show that for

n ≥ 2m2 = m
β

, if b1, . . . , bn ∈ Y are such that
⋂
i∈I R

bi
+ 6= ∅ for at least α

(
n
k

)
sets I ∈

(
[n]
k

)
,

then there is J ⊆ [n] with |J | ≥ βn such that
⋂
j∈J(X \Rbj

− ) 6= ∅.

For contradiction, suppose that b1, . . . , bn ∈ Y satisfy these assumptions, but
⋂
j∈J(X \

R
bj
− ) = ∅ for each J with |J | ≥ βn. We say that a pair (J, I) with J ∈

(
[n]
m

)
, I ∈

(
J
k

)
is

good when there is a ∈ X with a ∈ Ri
+ for each i ∈ I and a ∈ Rj

− for each j ∈ J \ I.

For any given J , the set of Is such that (J, I) is good is exactly RX ∩ J , and by definition,

|RX ∩ J | ≤ πRX (m), As by assumption, πRX (m) < α
4

(
m
k

)
, the probability that (J, I) is good

with a randomly chosen I is less than α
4
.

We now contradict this bound and show that the probability that a randomly chosen

(J, I) is good is at least α
4
. Start by choosing I ∈

(
[n]
k

)
. By assumption, the probability that

there is a ∈ X with a ∈ Ri
+ for each i ∈ I is at least α. For each such i, fix an a, and we

will show that when we choose J \ I ∈
(

[n]\I
m−k

)
at random, a ∈ Rj

− for each j ∈ J \ I with

probability at least 1
4
. By assumption, a 6∈ Rb

− for less than βn values of b ∈ {b1, . . . , bn}, so

the probability that a ∈ Rj
− for some j is at least

((d(1−β)ne
m−k

))(
n−k
m−k

) ≥
m−k−1∏
i=0

(1− β)n− i
n− i

≥
m−1∏
i=0

(1− β)n−m
n−m

≥
(

(1− β)n−m
n−m

)m
.

Recalling that m ≤ βn and β = 1
2m

, we see that this is

(
1− βn

n−m

)m
≥ (1− 2β)m =

(
1− 1

m

)m
≥ 1

4
.

We now recall the (p, q) property, a property of classical set systems. We will use VC-

dimension of fuzzy set systems to prove a (p, q)-theorem generalizing that of [AK92].

Definition 3.2.30. Let F be a set system on a set X. Then F has the (p, q) property when
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for any S1, . . . , Sp ∈ F , there are i1, . . . , iq such that
⋂q
j=1 Sij 6= ∅.

If p = q, then the (p, p) property just states that any p elements of a set system have

nonempty intersection. We can now adapt the classical proof of the (p, q)-theorem, starting

with the bound on the fractional transversal number.

Theorem 3.2.31. [Generalizes [AK92]] Let p ≥ q ≥ d + 1 and 0 ≤ r < s ≤ 1. Let F be

a finite fuzzy set system with vc∗(F) ≤ d. If Fi has the (p, q)-property, then τ ∗(Fo) ≤ N ,

where N = N(p, q, d).

Proof. We first note that τ ∗(Fo) = ν∗(Fo) when F is finite, so it suffices to bound ν∗(Fo).

Now let f : F → [0, 1] be such that S− 7→ f(S) is an optimal fractional packing for Fo,

which takes rational values, as F is finite. (See [Mat02, Chapter 10].)

Let D be a common denominator so that m(S) := Df(S) is always an integer. We now

define a new fuzzy relation by letting Y be the set of pairs {(S, i) : S ∈ F , 1 ≤ i ≤ m(S)},

and defining Rm ⊆ X × Y by (Rm)+ = {(a, S, i) : a ∈ S+} and (Rm)− = {(a, S, i) : a ∈ S−}.

Then the inner set system (Rm)Yi has the (p′, q)-property, where p′ = p(d − 1) + 1. Let

N = |Ym| = Dν∗(Fo).

We claim there exists some a ∈ X such that a 6∈ (R
(S,i)
m )− for at least βN pairs (S, i) for

some β depending only on p and d. By the fractional Helly theorem, as this class also has

VC-codensity at most d, it suffices to find α = α(p, d) > 0 such that if for at least α
(
N
k

)
sets

I ∈
(

[N ]
k

)
, there is some a ∈ Ryi

m for each i ∈ I. Every set of p′ sets in this collection contains

at least one set of (d+ 1) sets with nonempty intersection, and each such set of (d+ 1) sets

is contained in
(
N−d+1
p−d+1

)
sets of p sets. Thus the number of intersecting sets of (d + 1) sets

from this collection is at least (
N
p

)(
N−d+1
p−d+1

) ≥ α

(
N

d+ 1

)
for some α = α(p, d) > 0.

Now since we have a ∈ X such that R
(S,i)
m is not false for at least βN pairs (S, i), we have

96



that

1 ≥
∑

S∈F ;a∈S−

f(S) ≥
∑

S∈F ;a∈S−

m(S)

D
≥ 1

D
βN = βν∗(Fo)

so ν∗(Fo) ≤ 1
β
.

This (p, q) theorem can now be combined with the earlier bound relating the transversal

and fractional transversal numbers (Theorem 3.2.27). In this process, we end up looking

at three nested set systems, using the properties of the innermost to bound the fractional

transversal number of the middle set system, and then using that to bound the transversal

number of the outermost set system. To simplify this presentation, we will only give this

corollary in the case where the three nested set systems come from the same set of functions,

which is exactly the setup we will need for model-theoretic applications:

Corollary 3.2.32. For all 0 ≤ r < t < s ≤ 1, d1, d2 ∈ N, and p ≥ q ≥ d1 + 1, there

exists N = N(d1, d2, p, q) ∈ N such that if Q ⊆ [0, 1]X is a finite function class such that

vc∗(Qr,t) ≤ d1 and vc(Qt,s) ≤ d2, then for all finite Q, if the set system Q≤r has the (p, q)-

property, then τ(Q<s) ≤ N .

Proof. We will first apply Theorem 3.2.31 to the set system Q≤r to bound τ ∗(Q<t), then

enlarge the sets slightly without increasing the fractional transversal number, bounding

τ ∗(Q≤t), and finally apply Theorem 3.2.27 to bound τ(Q<s).

Fix p ≥ q ≥ d1 + 1. We will also have q ≥ vc∗(Qr,t) + 1. Applying Theorem 3.2.31 now

gives us an N0 not depending on Q such that τ ∗(Q<t) ≤ N0. As adding to the sets in this set

system cannot increase the fractional transversal number, we find that τ ∗(Q≤t) ≤ τ ∗(Q<t) ≤

N0.

We now look at the fuzzy set system Qt,s. Thus we know that τ ∗(Q≤t) ≤ N0, and it

suffices to find N such that τ(Q<s) ≤ N . As vc(Qt,s) ≤ d2, Theorem 3.2.27 gives us an

N = N(N0, d2) such that τ((Qt,s
0 )<1) ≤ N .
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3.3 Model-Theoretic Preliminaries and Notation

We refer to [BBH08] for an introduction to metric structures and continuous logic, although

we will need a few additional pieces of notation and background, provided in this section.

Throughout this chapter, let T be a theory in continuous logic, using the language L. We

fix a monster model U � T , and will use M to denote a submodel of U , small in the sense

that U is |M |+-saturated.

In continuous logic, it is natural to deal with variable tuples of countably infinite length.

As if x, y are infinite tuples, |x| equals |x, y|, we shall just refer to the relevant cartesian

products of a set M as Mx and Mx ×My, rather than M |x| or M |x,y|.

In classical model theory, we frequently use the notation φ(M ; b) to indicate the subset

of Mx defined by the formula φ(x; y) using the parameter b ∈ My. As this chapter will

deal with metric structures, where the definable predicate φ(x; y) can take on any value in

[0, 1], φ(M ; b) will be defined as the subset of Mx on which φ(x; b) = 0. For other r ∈ [0, 1],

we will use the notations φ≤r(M ; b) and φ≥r(M ; b) to denote the sets where φ(x; b) ≤ r

and φ(x; b) ≥ r. Given any condition (an inequality or equality of definable predicates), we

will use notation such as [φ(x) ≥ r] to denote the subset of a type space Sx(A) where that

condition is true.

3.3.1 Pairs

In classical model theory, we frequently add a predicate to pick out a specific subset of a

structure, thus making that set definable in the expansion. In continuous logic, a closed

subset of a metric structure is considered definable when its distance predicate is definable.

[BBH08, Def 9.16] These definable sets are exactly the sets that can be quantified over

when constructing definable predicates. Thus to pick out a particular subset, we restrict our

attention to closed subsets, and add a predicate for the distance to that closed subset.

Definition 3.3.1. If M is a metric L-structure, and A ⊆ Mx is closed, then let (M,A)
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be the expansion of M to the language LP , adding a relation symbol P interpreted as

P (x) = dist(x,A).

This is a valid metric structure, because dist(x,A) is bounded and 1-Lipschitz.

Per [BBH08, Theorem 9.12], there are axioms indicating that a predicate is the distance

predicate of a closed set, so any structure (N,B) elementary equivalent to (M,A) will be an

expansion of some N elementarily equivalent to M by a distance predicate for a closed set

B ⊆ Nx. Sometimes if y = (x1, . . . , xn) or y = (x1, x2, . . . ), we will use P (y) to denote a

definable predicate indicating that xi ∈ A for each i. If y = (x1, . . . , xn), this can straightfor-

wardly be P (y) = maxni=1 P (xi), but if y = (x1, x2, . . . ), we may use P (y) =
∑

i∈N 2−iP (xi),

and we will still have P (ā) = 0 if and only if P (ai) = 0 for all i.

If we wish to define two definable subsets, we will say that (M,A,B) is the expansion

adding a distance predicate P to A and a distance predicate Q to B.

3.3.2 Coding Tricks

Lemma 3.3.2. Let φ1(x; y), . . . , φn(x; y) be a series of definable predicates, and A ⊆ Uy be

such that |A| ≥ 2. Then there is a single definable predicate φ(x; y1, y2, . . . , yk) such that for

every 1 ≤ i ≤ n and a ∈ A, there is some ā ∈ Ak such that φi(x; a) = φ(x; ā) for all x.

Proof. Let a1, a2 ∈ A be distinct. Then let k = 2n+ 1 and let

φ(x; y1, . . . , y2n) =
n∑
i=1

d(y2i−1, y2i)

d(a1, a2)
φi(x, yk).

Then for any 1 ≤ i ≤ n and a ∈ A, we can let bk = a, and choose b1, . . . , b2n ∈ {a1, a2} so

that b2j−1 = b2j if and only if j 6= i. Then φ(x; b1, . . . , bk) = φi(x; a).
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3.3.3 Other Facts

The following application of the compactness theorem for metric structures will come up in

a few proofs later on in the chapter.

Lemma 3.3.3. Let A ⊆ U . Let p(x) be a partial A-type, let q(x) be a partial U-type, and let

φ(x) be a U-definable predicate. Then if p(x)∪q(x) implies φ(x) = 0, there is an A-definable

predicate θ(x) such that p(x) implies θ(x) = 0, and q(x) implies φ(x) ≤ θ(x).

Proof. This is a combination of compactness and the proof of [BBH08, Prop. 7.14].

Write p(x) = {ψ(x) = 0 : ψ ∈ Ψ}. For every n ∈ N, we see that {ψ(x) ≤ δ : δ >

0, ψ ∈ Ψ} ∪ q(x) ∪ {φ(x) ≥ 2−n} is inconsistent, so by compactness, there is a subtype

pn(x) ⊆ p(x) of the form {ψ(x) ≤ δn : ψ ∈ Ψn} for some δ and some finite Ψn ⊆ Ψ such

that pn(x) ∪ q(x) ∪ {φ(x) ≥ 2−n} is inconsistent. Thus if θn(x) = maxψ∈Ψn ψ(x), we see

that p(x) implies θn(x) = 0, and θn(x) ≤ δn implies φ(x) < 2−n. Thus also p(x) implies∑
n∈N 2−nθn(x) = 0, and for all n, q(x) and

∑
n∈N 2−nθn(x) ≤ 2−nδn implies φ(x) < 2−n.

Thus by [BBH08, Prop. 2.10], there is an increasing continuous function α : [0, 1]→ [0, 1]

such that on the subspace of Sx(U) realizing q(x), we have φ(x) ≤ α
(∑

n∈N 2−nθn(x)
)
. Thus

we may define θ(x) = α
(∑

n∈N 2−nθn(x)
)
, and we find q(x) implies φ(x) ≤ θ(x).

Lemma 3.3.4. Let A ⊆ U , let p(x) ⊆ Sx(A) be a partial type, and let φ(x) be a U-definable

predicate such that for every global type q(x) ∈ Sx(U) extending p(x), q|A implies |φ(x) = rp|

for some rp. Then there is an A′-formula ψ(x) such that p(x) implies ψ(x) = φ(x).

Proof. The restriction of parameters map Sx(U) → Sx(A) is a continuous surjection of

compact Hausdorff spaces, and is thus a quotient map. The set [p(x)] in either space is closed

in Sx(A), and we have assumed that φ(x), restricted to [p(x)] ⊆ Sx(U), lifts to a function

from [p(x)] ⊆ Sx(A) to R, which is continuous by the quotient property. This continuous

function extends to all of Sx(A) by Tietze’s extension theorem, and that continuous function

is an A-definable predicate, ψ(x).
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The following fact about partitions of unity (see [Rud87, Theorem 2.13]) will come up

repeatedly in this chapter:

Fact 3.3.5. Let K be a compact Hausdorff space, and let U1, . . . , Un be open sets that cover

K. Then there are functions u1, . . . , un : K → [0, 1] such that

• for all x ∈ K and for all i, 0 ≤ ui(x) ≤ 1

• for all x ∈ K, u1(x) + · · ·+ un(x) = 1

• for all i, the support of ui is contained in Ui for each i.

We will also use the notion of a forced limit from [BU10], in order to carefully define a

predicate as a limit of formulas that may not necessarily converge uniformly.

Definition 3.3.6. Let (an : n < ω) be a sequence in [0, 1]. Define the sequence (aF lim,n :

n < ω) recursively:

aF lim,0 = a0

aF lim,n+1 =


aF lim,n + 2−n−1 aF lim,n + 2−n−1 ≤ an+1

an+1 aF lim,n − 2−n−1 ≤ an+1 ≤ aF lim,n + 2−n−1

aF lim,n − 2−n−1 aF lim,n − 2−n−1 ≥ an+1

,

and define the forced limit F limn→∞an = limn→∞ aF lim,n.

The authors of [BU10] make some observations about their construction:

Fact 3.3.7 ([BU10, Lemma 3.7]). • The function F lim : [0, 1]ω → [0, 1] is continuous

• If (an : n < ω) is a sequence such that |an−an+1| ≤ 2−n for all n, then F liman = lim an

• If an → b fast enough that |an − b| ≤ 2−n for all n, then F liman = b.
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We wish to make one more observation (our technical reason for using this explicit con-

struction):

Lemma 3.3.8. If (an : n < ω) is such that b− 2−n ≤ an for all n, then b ≤ F liman.

Proof. We just need to show inductively that b − 2−n ≤ aF lim,n, as then the limit of this

sequence must be at least b.

By definition, b− 2−0 ≤ a0 = aF lim,0.

Then assume b − 2−n ≤ aF lim,n. In the three cases of the definition of aF lim,n+1, either

aF lim,n+1 ≥ an+1 or aF lim,n+1 = aF lim,n + 2−n−1. In the first case, we have b− 2−n−1 ≤ an+1 ≤

aF lim,n+1, and in the second, we have aF lim,n + 2−n−1 ≥ b− 2−n + 2−n−1 = b− 2−n−1.

As F lim is continuous, it can be used as an infinitary connective on definable predicates.

That is, if (φn : n < ω) is a sequence of definable predicates, F limφn, defined by pointwise

forced limits, will be as well.

3.4 NIP and Honest Definitions

The following definition of NIP for metric structures comes from [Ben09]:

Definition 3.4.1 (IP and NIP). We say a formula φ(x; y) is independent or has IP when

there exists an indiscernible sequence (ai : i ∈ ω), some tuple b, and some 0 ≤ r < s ≤ 1

such that for all even i, � φ(ai; b) ≤ r and for all odd i, � φ(ai; b) ≥ s.

We say that T is/has NIP when no formula φ(x; y) has IP.

This indiscernible definition is equivalent to a definition in terms of fuzzy VC-theory, by

[Ben09, Lemma 5.4].

Fact 3.4.2. The following are equivalent:

• The formula φ(x; y) is NIP
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• For all models M � T , the function φ(x; y) : Mx ×My → [0, 1] is a VC-function.

We can also give a geometric description of NIP formulas. If φ(x; y) is a formula, we can

view the set of φ-types Sφ(B) over some parameter set B as a subset of [0, 1]B, defining it as

Sφ(B) = {(φ(a; b) : b ∈ B) : a ∈Mx}.

Lemma 3.4.3. A formula φ(x; y) has IP if and only if there exists an infinite parameter set

B ⊆M in some M � T such that the closed convex hull of Sφ(B) has nonempty interior in

the `∞ metric.

Proof. Suppose that B is infinite and the convex hull of Sφ(B) has nonempty interior. Then

for some ε > 0, there is some open ε-ball in the `∞ metric contained in the closed convex hull

of Sφ(B), so the closed convex hull of the function class (φ(x; b) : b ∈ B) on Mx has infinite

ε
2
-fat-shattering dimension. The not-necessarily-closed convex hull will also have infinite δ-

fat-shattering dimension for every δ < ε
2
. Thus by [Men02, Theorem 1.5], which places a

bound on the δ-fat-shattering dimension of a convex hull in terms of the δ
4
-fat-shattering

dimension of the larger class, we see that the ε
8
-fat-shattering dimension of (φ(x; b) : b ∈ B)

is infinite, so φ(x; y) has IP.

Suppose that φ(x; y) has IP. Then there is some ε > 0 such that the ε-fat-shattering

dimension of φ(x; y) is infinite in some model M � T . This means that the partial type

on variables (xσ : σ ∈ {0, 1}N; yn : n ∈ N) consisting of φ(xσ; yn) + 2ε ≤ φ(xτ ; yn) for each

n ∈ N and σ, τ that are equal except for the nth coordinate where σ(n) = 0 and τ(n) = 1

is consistent, so we can find some (aσ : σ ∈ {0, 1}N; bn : n ∈ N) realizing this type. Then if

B = {bn : n ∈ N}, the convex hull of (tpφ(aσ;B) : σ ∈ {0, 1}N) will contain a ε-ball.

This section is dedicated to defining a continuous logic version of a third equivalent

definition of NIP, honest definitions, and proving its equivalence to the others.
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Definition 3.4.4. Let A be a closed subset of Mx where M � U and (M,A) � (M ′, A′).

Let φ(x; b) be an M -predicate, and let ψ(x; d) be an A′-predicate. We say that ψ(x; d) is an

honest definition for φ(x; b) over A when

• for all a ∈ A, φ(a; b) = ψ(a; d)

• for all a′ ∈ A′, φ(a′; b) ≤ ψ(a′; d).

If the same predicate ψ(y; z) works for any choice of M,A, b with |A| ≥ 2, then we call

ψ(x; z) an honest definition for φ(x; y). Also, because we are only concerned with honest

definitions with parameters in A ⊆Mx, we assume that z = (x1, . . . , xn) or z = (x1, x2, . . . ).

In either case, we abuse notation slightly and use Az to refer to An or AN in those respective

cases.

For all φ(x; y) and ψ(y; z), we also define a predicate

HDφ,ψ,P,Q(y; z) = max

(
sup
x:P (x)

|φ(x; y)− ψ(x; z)|, sup
x:Q(x)

φ(x; y)−̇ψ(x; z)

)
.

Then for d ∈ A′z, (M ′, A,A′) � HDφ,ψ,P,Q(b; d) if and only if ψ(x; d) is an honest definition for

φ(x; b). We will abuse notation later to write HDφ,ψ,A,A′(b; d) for the value of HDφ,ψ,P,Q(b; d)

in (M ′, A,A′).

In classical logic, all predicates are formulas, and only take values 0 and 1 corresponding

to true and false. Then our definition of ψ(x; d) being an honest definition for φ(x; b) over

A corresponds to

φ(A; b) ⊆ ψ(A′; d) ⊆ φ(A′; b),

which is how honest definitions are presented in [Sim15, Theorem 3.13].

Because the property of ψ(x; d) being an honest definition for φ(x; b) is encapsulated in

HDφ,ψ,A,A′(b; d), we see that it does not depend on the choice of (M ′, A′), as long as d ∈ A′z.

On our way to honest definitions, it will sometimes be easier to work with ψ(x; d) such
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that HDφ,ψ,A,A′(b; d) is small, but not necessarily zero. In fact, finding such ψ(x; d) with

HDφ,ψ,A,A′(b; d) arbitrarily small implies the existence of an honest definition.

Lemma 3.4.5. Let A be a closed subset of Mx where M � U , and let φ(x; b) be an M-

predicate. Let (M,A) � (M ′, A′), and let d ∈ A′z. Let (ψn(x; z) : n ∈ N) be a sequence of

definable predicates with HDφ,ψn,A,A′(b; d) ≤ 2−n for each n. Then F limψn(x; d) is an honest

definition for φ(x; b) over A.

If instead we have a sequence (ψn(x; zn) : n ∈ N) with different dn ∈ A′zn such that

HDφ,ψn,A,A′(b; dn) ≤ 2−n for each n, then F limψn(x; d) is an honest definition for φ(x; b)

over A, where d is a concatenation of all the tuples dn.

Proof. Let ψ(x; z) = F limψn(x; z). If a ∈ A, we have |ψn(a; d)− φ(a; b)| ≤ 2−n, so by Fact

3.3.7, F limψn(a; d) = φ(a; b). If a′ ∈ A′, we have φ(a′; b) − 2−n ≤ ψn(a′; d), so by Lemma

3.3.8, φ(a′; b) ≤ F limψn(a′; d). Thus ψ(x; d) is an honest definition of φ(x; b) over A.

If each ψn(x; zn) uses on different parameters dn, and we let z be a concatenation of all

variable tuples zn, with d a concatenation of all the parameters dn, then for each n, we can

think of ψn as a predicate ψn(x; z) with ψn(x; d) = ψn(x; dn). Then we have |ψn(a; d) −

φ(a; b)| ≤ 2−n, so defining ψ(x; z) = F limψn(x; z) we still get that ψ(x; d) is an honest

definition of φ(x; b) over A.

Theorem 3.4.6. Assume T is NIP. Let M |= T , A ⊆Mx closed, φ(x) a definable predicate

with parameters in M . Then φ(x) admits an honest definition over A.

Proof. Let (M ′, A′) be a |M |+-saturated elementary extension.

We use the set SA ⊆ Sx(U) of types approximately realizable in A, and the fact that SA

is compact. We will replace this with the set of approximately realized types, as in [Ben10b,

Def. 3.1]. In Fact 3.3, it is established that the set of all such types is in fact closed, and

thus compact. Let p ∈ SA, and let φ(p) be the unique value of φ(a) for a � p. We will first

show that p|A′(x) and {P (x) = 0} implies φ(x) = φ(p).
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Fix ε > 0. We will try to build a Morley sequence (ai : i ∈ ω) for p over A in A′ that

contradicts NIP, by satisfying these properties:

• P (ai) = 0

• ai |= p|Aa<i

• |= |φ(ai+1)− φ(ai)| ≥ ε
2

If we can build such a sequence, it will be indiscernible over A, and will thus violate NIP.

Thus for some i, the partial type p|Aa≤i ∪{P (x) = 0}∪{|φ(x)−φ(ai)| ≥ ε
2
} is not consistent.

We see that p must not contain the formula |φ(x) − φ(ai)| ≥ ε
2
, or else this would be a

subset of p ∪ {P (x) = 0}, which is consistent as p is approximately realizable in A. Thus

|φ(p) − φ(ai)| < ε
2
, and thus the partial type p|Aa≤i ∪ {P (x) = 0} ∪ {|φ(x) − φ(p)| ≥ ε}

is not consistent. As this means p|A′ ∪ {P (x) = 0} implies |φ(x) − φ(p)| < ε for every

ε > 0, we see that p|A′ ∪ {P (x) = 0} implies φ(x) = φ(p). By Lemma 3.3.4, there is an

A′-definable LP predicate ψP (x; d1) in the pair language such that SA(x) and P (x) = 0 imply

φ(x) = ψP (x; d1). Thus by replacing each instance of the predicate P (x) in ψP (x; z) with 0

gives an A definable L-predicate ψ0(x; z) with P (x) = 0 implying ψ0(x; z) = ψP (x; z).

This means that SA(x) and P (x) = 0 imply φ(x) = ψ0(x; d1), so if we let θ0(x) =

φ(x)−̇ψ0(x; d1), we see that SA(x) and P (x) = 0 imply θ0(x) = 0, so there is some A′-

definable θ(x; d2) with SA(x) implying θ(x; d2) = 0 and P (x) implying θ(x; d2) ≥ θ0(x).

Thus letting ψ(x; d) = ψ0(x; d1) + θ(x; d2), we see that for a ∈ A, as SA(a) holds and

P (a) = 0, ψ(a; d) = ψ0(a; d1) + θ(a; d2) = φ(a), and for a ∈ A′, as P (a′) = 0, we have

ψ(a; d) ≥ ψ0(a; d1) + (φ(a)−̇ψ0(a; d1)) ≥ φ(a).

In order to uniformize honest definitions, we will work with series of approximations to

honest definitions over finite sets.

Lemma 3.4.7. Let A be a closed subset of Mx where M � U , and let φ(x; b) be an M-

predicate. Fix (M,A) � (M ′, A′) to be |M |+-saturated, ε > 0, and a definable predicate
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ψ(x; z).

If there exists d ∈ A′z such that HDφ,ψ,A,A′(b; d) < ε, then for all finite A0 ⊆ A, we have

there is a tuple dA0 ∈ Az such that HDφ,ψ,A0,A(b; dA0) < ε.

Conversely, if for all finite A0 ⊆ A, there is a tuple dA0 ∈ Az with HDφ,ψ,A0,A(b; dA0) ≤ ε,

then there exists d ∈ A′z such that HDφ,ψ,A,A′(b; d) ≤ ε.

Proof. First, we observe that for finite A0, HDφ,ψ,A0,A(b; z) is equivalent to the predicate

max

(
max
a0∈A0

|φ(a0; y)− ψ(a0; z)|, sup
x:P (x)

φ(x; y)−̇ψ(x; z)

)

which is expressible using only the predicate P . Thus by elementarity, for any d ∈ Az,

HDφ,ψ,A0,A(b; d) = HDφ,ψ,A0,A′(b; d), and similarly,

inf
z∈Az

HDφ,ψ,A0,A(b; d) = inf
z∈A′z

HDφ,ψ,A0,A′(b; z).

Now fix ε > 0. First, assume that d ∈ A′z is such that HDφ,ψ,A,A′(b; d) < ε. Then because

inf corresponds to ∃ for open conditions, infz∈A′z HDφ,ψ,A,A′(b; z) < ε, and for every finite

A0 ⊆ A, infz∈A′z HDφ,ψ,A0,A′(b; z) < ε. Then by elementarity, infz∈Az HDφ,ψ,A0,A(b; z) < ε, so

there is some dA0 ∈ Az such that HDφ,ψ,A0,A(b; dA0) < ε.

Now, assume that for all finite A0 ⊆ A, there is a tuple dA0 ∈ Az with HDφ,ψ,A0,A(b; dA0) ≤

ε.

Let (M ′, A′) be a |M |+-saturated elementary extension of (M,A). We claim that for

some fixed d ∈ A′z, HDφ,ψ,A,A′(b; d) ≤ ε if and only if HDφ,ψ,A0,A′(b; d) ≤ ε for each A0 ⊆ A.

This is because both inequalities are equivalent to stating that φ(a′; b) ≤ ψ(a′; d) + ε for all

a′ ∈ A′, as well as stating that |φ(a; b) − ψ(a; d)| ≤ ε for all a ∈ A. Thus to find d ∈ A′z

with HDφ,ψ,A,A′(b; d) ≤ ε, it suffices to show that the partial type

p(z) = {HDφ,ψ,A0,A′(b; z) ≤ ε : A0 ⊆ A}
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is consistent, which it is, as any finite subtype is implied by the condition HDφ,ψ,A0,A′(b; z) ≤ ε

with A0 finite, which is equivalent to HDφ,ψ,A0,A(b; z) ≤ ε, which is realized by some dA0 ∈

Az.

Now we work towards uniformizing Honest Definitions, using the characterization over

finite sets, so that we can use the same formula ψ for all sets A.

Lemma 3.4.8. Assume T is NIP.

Let φ(x; y) be a formula, ε > 0, and assign to each predicate ψ(x; z) a number qψ ∈ N.

Then there are finitely many formulas ψ0, . . . , ψn−1 such that:

For any M |= T , A ⊆M closed, b ∈My, there exists j < n such that for any A0 ⊆ A of

size |A0| ≤ qψj , infz:P (z) HDφ,ψ,A0,A(b; z) < ε.

Proof. We work in the extended language L∪ {P (x), cb}, where cb is a tuple of constants of

the same cardinality as z.

For each ψ(x; z), let

Θψ = sup
x0,...,xqψ−1∈P

(
inf
z:P (z)

(
max

(
max
i<qψ
|φ(xi; cb)− ψ(xi; z)|, sup

x:P (z)

φ(x; cb)−̇ψ(x; z)

)))
.

This formula is defined so that in an expansion (M,A, b) of a model M � T ,

Θψ = sup
A0⊆A:|A0|≤qψ

inf
z:P (z)

HDφ,ψ,A0,A(b; z).

For each model (M,A, b) of this extended language, by Theorem 3.4.6, there is an honest

definition ψ(x; d) of φ(x; b) over A, so HDφ,ψ,A,A′(b; d) = 0 ≤ ε
2
. Thus by Lemma 3.4.7, for

all finite A0 ⊆ A, infz∈Az HDφ,ψ,A0,A(b; z) < ε
2
. Thus the supremum over all such A0 is at

most ε
2
, and (M,A, b) � Θψ ≤ ε

2
.

As at least one of the open conditions {Θψ < ε : ψ(x; z)} holds in every model, this
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set covers the (zero-variable) type space. Thus by compactness, there is a finite collection

ψ0, . . . , ψn−1 such that one of the open conditions Θψj < ε is true in each model (M,A, b).

Unpacking the definition of Θψ, this yields the result.

We can now apply Corollary 3.2.32 to finish uniformizing Honest Definitions:

Theorem 3.4.9. Assume T is NIP. Every definable predicate φ(x; y) admits an honest

definition ψ(x; z).

Proof. For each ε > 0, we will find ψ(x; z) such that for every A, b, and any finite A0 ⊆ A,

there is some d ∈ Az such that HDφ,ψ,A0,A(b; d) < ε. Then by Lemma 3.4.7, for every A, b

and saturated extension (M,A) � (M ′, A′), there will be d ∈ A′z with HDφ,ψ,A0,A(b; d) ≤ ε.

If for each n, we choose ψn(x; zn) that works for ε = 2−n, then by Lemma 3.4.5, the forced

limit F limψn(x; z) will be a uniform honest definition.

Fix ε > 0. If there are finitely many predicates ψ0, . . . , ψn−1 such that for each expanded

structure (M,A, b, A0), one suffices, we can use the standard coding tricks (see Lemma 3.3.2)

to find a single ψ that can code all of these, provided |A| ≥ 2.

Having made all these reductions, we now find candidate predicates using Lemma 3.4.8.

Given a partitioned predicate ψ(x; z), let qψ = vc∗ε
2
, 3ε
4

(|φ(x, y)−ψ(x; z)|) + 1, where we view

|φ(x, y)−ψ(x; z)| as partitioned between variables (x, y) and z. Now let ψ′0, . . . , ψ
′
n−1 be the

predicates given by Lemma 3.4.8 such that for any M |= T , A ⊆ M closed, b ∈ My, there

exists j < n such that for any A0 ⊆ A of size ≤ qψ′j , infz:P (z) HDφ,ψ′j ,A0,A(b; z) < ε
2
.

Now fix M,A, b, A0. We know that for some j < n, and for all A′0 ⊆ A0 of size ≤ qψ′j ,

there is some d ∈ Az such that HDφ,ψ′j ,A
′
0,A

(b; d) < ε
2
.

Let D = {d ∈ Az : ∀a ∈ A, φ(a; b) < ψ′j(a; d) + ε
2
}. Let Q be the finite function class on

D consisting of the functions {|φ(a0; b) − ψ′j(a0; z)| : a0 ∈ A0}. Then for any r, s, we have

vc∗(Qr,s) ≤ vc∗r,s(|φ(x, y)−ψ′j(x; z)|), as Q consists of fewer functions on a restricted domain.

In particular, qψ′j ≥ vc∗(Q ε
2
, 3ε
4

)+1, andQ≤ ε
2

has the (qψ′j , qψ′j) property, so by Corollary 3.2.32,
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there is some N depending only on vc∗ε
2
, 3ε
4

(|φ(x, y)−ψ′j(x; z)|) and vc∗3ε
4
,ε

(|φ(x, y)−ψ′j(x; z)|)

such that τ(Q<ε) ≤ N . That is, there exist d1, . . . , dN ∈ D such that for each a ∈ A0, there

is some di with |φ(a; b)− ψ′j(a; di)| < ε.

Now we let ψj(x; z1, . . . , zN) = min1≤i≤N ψ
′
j(x; zi), remembering that N depends only on

φ, ψ′j. It suffices to show that HDφ,ψj ,A0,A(b; d1, . . . , dN) < ε. We see that ψj(x; d1, . . . , dN)

satisfies for all a ∈ A, φ(a; b) < ψj(a; d1, . . . , dN) + ε, as for each i, φ(a; b) < ψ′j(a; di) + ε
2
, so

we have taken a minimum of functions that are all sufficiently large. Also, for each a ∈ A0,

there exists some di with ψ′j(a; di) < φ(a; b) + ε, so taking the minimum ψj(a; d1, . . . , dN) <

φ(a; b) + ε, and |φ(x; b)− ψj(a; d1, . . . , dN)| < ε.

We now get a version of uniform definability of types over finite sets (UDTFS).

Definition 3.4.10. Let φ(x; y) be a definable predicate. Then we say φ(x; y) has UDTFS

when there is a definable predicate ψ(x; z) (where z consists of k copies of x, where k is

possibly infinite) such that for any finite A ⊆ Ux with |A| ≥ 2, and any b ∈ Uy, there is d in

Ak such that φ(a; b) = ψ(a; d) for all a ∈ A.

Corollary 3.4.11 (UDTFS). Assuming T is NIP, every definable predicate φ(x; y) has

UDTFS.

Proof. Simply let ψ(x; y) be an honest definition of φ(x; z).

UDTFS also provides polynomial bounds on covering numbers.

Lemma 3.4.12. Let φ(x; y) be a formula such that φ(x; y) has UDTFS, with uniform defini-

tion ψ(x; z). Let ε > 0, and let ψε(x; z) be a formula depending only on a finite number k of

the variables of z such that � supx supz |ψ(x; z) − ψε(x; z)| ≤ ε. Then Nφ(x;y),ε(n) = O(nk).

(In fact, Nφ(x;y),ε(n) ≤ nk for n ≥ 2.)

Proof. Recall that Nφ(x;y),ε(n) is the supremum of the ε-covering numbers in the `∞-metric

of the sets φ(ā; y) = {(φ(ai; b) : 1 ≤ i ≤ n) : b ∈ Uy} for ā = (a1, . . . , an) ∈ (Ux)n.
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Fix ā, and let A = {a1, . . . , an}. If |A| = 0, then n = 0, and this is trivial. If |A| = 1,

then there is a ε-cover of size at most Nφ(x;y),ε(1), a constant.

Now assume |A| ≥ 2. By UDTFS, the set φ(ā; y) equals the set ψ(ā; z). Let z0 ⊆ z be

the finite tuple with |z0| = k on which ψε depends. Let π : Az → Az0 be the restriction

map, and let D ⊆ Az be such that π is bijective on D. Thus |D| = |Az0| ≤ nk. Then

{(ψε(ai; d) : 1 ≤ i ≤ n) : d ∈ D} is a ε-cover for ψ(ā; z), as for every d ∈ Uy, there

is some d′ ∈ D with π(d) = π(d′), and thus ψε(d) = ψε(d
′), so in turn, for all a ∈ A,

|ψ(a; d)− ψε(a; d′)| ≤ ε. Thus (ψε(ai; d
′) : 1 ≤ i ≤ n) is within ε of (ψ(ai; d) : 1 ≤ i ≤ n) in

the `∞-metric.

We now tie UDTFS back into a characterization of NIP.

Lemma 3.4.13. Let φ(x; y) be a definable predicate, and assume that φ(x; y) has UDTFS.

Then φ(x; y) is NIP.

Proof. By Lemma 3.2.19, the polynomial bound given by Lemma 3.4.12 on the covering

number shows that φ(x; y) is a VC-class of functions.

This gives us several equivalent characterizations of NIP:

Theorem 3.4.14. The following are equivalent:

• T is NIP

• every definable predicate φ(x; y) admits an honest definition ψ(x; z)

• T has UDTFS.

It remains to be checked whether a given formula or predicate φ(x; y) being NIP guar-

antees uniformity of honest definitions and UDTFS, although this was recently established

for discrete logic in [EK21].
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3.4.1 The Shelah Expansion

We now propose definitions of externally definable predicates and the Shelah expansion in

continuous logic. We confirm that it preserves NIP, as in classical logic, using a generalization

of the honest definitions proof from [CS13].

Definition 3.4.15 (External definability). Let M be a metric L-structure. We say that a

function f : Mx → [0, 1] is an externally definable predicate when there is some elementary

extension M � N , some definable predicate φ(x; y), and some b ∈ Ny such that f(a) =

φ(a; b) for all a ∈Mx.

If φ(x; y) can be chosen to be a formula rather than just a definable predicate, we say

that f is externally formula-definable.

Definition 3.4.16 (The Shelah Expansion). Let M be a metric L-structure, with M � N

a |M |+-saturated elementary extension. We define MSh, the Shelah expansion of M , to

be the metric structure consisting of the same underlying metric space (M,d), together

with a predicate symbol Pφ,b(x) for each L-formula φ(x; y) and b ∈ Ny, interpreted so that

Pφ,b(a) = φ(a; b) for all a ∈ M . The formula Pφ,b is assigned a Lipschitz constant C such

that φ(x; y) is provably C-Lipschitz. Denote this language LSh.

Lemma 3.4.17. Fix M � N with N |M |+-saturated. Then the predicates Mx → [0, 1] given

by quantifier-free formulas φ(x) in LSh are exactly the externally formula-definable predicates

on M , and the quantifier-free LSh-definable predicates on MSh are precisely the externally

definable predicates on M .

Proof. By definition, any externally (formula-)definable predicate f : Mx → [0, 1] is given

by φ(x; b) for some formula/definable predicate φ(x; y) and some b ∈ N ′y where M � N ′.

For any b′ in any extension of M , φ(x; b′) defines f if and only if b realizes the partial type

p(y) = {φ(a; y) = f(a) : a ∈ Mx}. This partial type is realized by b, so by saturation, it is

realized by some b′ ∈ N , so f is externally (formula-)definable with parameters in N . Thus

the choice of N does not matter, and it suffices to consider parameters in a fixed N .
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Thus if f is externally formula-definable, we may choose a formula φ(x; y) and b ∈ Ny

such that f(x) = φ(x; b) = Pφ,b(x) on M , so f is given by a formula in LSh.

Conversely, it is clear that for any formula φ(x; y) and any b ∈ Ny, the basic LSh-

formula Pφ,b(x) is externally formula-definable by φ(x; b). Any continuous connectives (not

quantifiers) we apply to these predicate symbols will preserve external formula-definability,

if we apply them to the defining formulas, so by induction, all quantifier-free LSh-formulas

are L-externally formula-definable.

The externally definable predicates are exactly the uniform limits of externally formula-

definable predicates, as the uniform limit of (φn(x; bn) : n < ω) can be externally defined with

limn φn(x; b0, b1, . . . ), with b0b1 . . . a tuple over N . Thus they are exactly the uniform limits

of quantifier-free LSh-formulas, which are the quantifier-free LSh-definable predicates.

For the remainder of this section, we assume T is NIP, and fix M � N |M |+-saturated.

Lemma 3.4.18. Let f : Mx → [0, 1] be externally definable. Then there is a definable

predicate φ(x; b) with b ∈ Uy such that φ(a; b) = f(a) for all a ∈ Mx and for every M-

definable predicate θ(x; c) with θ(a; c) ≤ f(a) for all a ∈ Mx, we also have U � θ(x; c) ≤

φ(x; b).

Proof. Let ψ(x; d) be an external definition of f , with M � N and d ∈ N z. Then consider

the pair (N,M), and apply Theorem 3.4.9. There is some elementary extension (N,M) �

(N ′,M ′) and an honest definition φ(x; b) of ψ(x; d) over M with b ∈ M ′y. This means

that for a ∈ Mx, φ(a; b) = ψ(a; d) = f(a), and (N ′,M ′) � supx∈P ψ(a; d)−̇φ(a; b) = 0.

Now let θ(x; c) with c ∈ Mw be such that θ(a; c) ≤ f(a) = ψ(a; d) for all a ∈ Mx Then

(N,M) � supx∈P θ(x; c)−̇ψ(a; d) = 0, so the same condition holds in (N ′,M ′), and thus

(N ′,M ′) � supx∈P θ(x; c)−̇φ(a; b) = 0, so M ′ � supx θ(x; c)−̇φ(a; b) = 0, and by elementarity,

U � supx θ(x; c)−̇φ(a; b) = 0.

We now generalize Shelah’s expansion theorem to continuous logic, using honest defini-
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tions as in the proof in the discrete case given in [CS13].

Theorem 3.4.19. The structure MSh admits quantifier elimination.

Proof. By [BBH08, Lemma 13.5], it suffices to show that if φ(x; y) is a quantifier-free LSh-

formula, then infx φ(x; y) is approximable by quantifier-free formulas, that is, is a quantifier-

free LSh-definable predicate. By Lemma 3.4.17, that means that it is enough to show that if

f(x, y) : Mxy → [0, 1] is externally formula-definable, then infx∈M f(x, y) is also externally

definable.

Let f(x, y) be externally formula-definable. In particular, there is some constant C

such that f(x, y) is C-Lipschitz, and f(x, y) is externally definable. By Lemma 3.4.18, we

may assume that f(x; y) is given by a L-predicate φ(x, y; d) with d ∈ U z, such that for

every L(M)-definable predicate θ(x, y; c) with θ(a, b; c) ≤ f(a, b) for all a, b ∈ Mxy, we also

have U � θ(x, y; c) ≤ φ(x, y; d). We claim that infx∈M f(x; y) is externally definable by

infx φ(x, y; d). Clearly for any b ∈My,

inf
x
φ(x, b; d) = inf

x∈U
φ(x, b; d) ≤ inf

x∈M
φ(x, b; d) = inf

x∈M
f(x, b),

so it suffices to show that for b ∈My, infx∈M f(x, b) ≤ infx∈U φ(x, b; d).

Let ζ(x, y) by the L(M)-formula infx∈M f(x; b) − Cd(y, b), noting that infx∈M f(x; b) is

just a constant. Then for all (a′, b′) ∈Mxy, we find that by the Lipschitz property of f ,

f(a′, b′) ≥ f(a′, b)− Cd(b′, b) ≥ inf
x∈M

f(x; b)− Cd(b′, b) = ζ(a′, b′).

Thus by assumption on φ, U � ζ(x, y) ≤ φ(x, y; d), so U � infx ζ(x, b) ≤ infx φ(x, b; d).

However, ζ has no dependence on x, so

inf
x∈U

ζ(x, b) = inf
x∈M

f(x; b)− Cd(b, b) = inf
x∈M

f(x; b),
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and thus infx∈M f(x; b) ≤ infx∈U φ(x, b; d).

Corollary 3.4.20. The predicates Mx → [0, 1] given by formulas φ(x) in LSh are exactly

the externally formula-definable predicates on M , and the LSh-definable predicates on MSh

are precisely the externally definable predicates on M .

Proof. By 3.4.19, we can drop the “quantifier-free” descriptions from Lemma 3.4.17.

Corollary 3.4.21. The structure MSh is NIP.

Proof. Any definable predicate over MSh corresponds to an externally definable predicate

φ(x; b) over M , which is dependent.

3.5 Definitions of Distality

Let T be a theory in continuous logic. We will present several possible definitions of distality,

and determine which of them are equivalent.

The first definition, in terms of indiscernible sequences, is unchanged from discrete logic.

Definition 3.5.1 (Distality). Let I be an indiscernible sequence. Then we say that I is

distal when for any indiscernible sequence I1 + I2 with the same EM-type as I, where I1

and I2 are dense and without endpoints, if I1 + d + I2 is also indiscernible and I1 + I2 is

indiscernible over a set B, then I1 + d+ I2 is also indiscernible over B.

We say T is distal when every indiscernible sequence in a model of T is distal.

This definition also appears in a limited continuous context in [KP22]. Note that we

could equivalently add parameters to this definition. If I + d + J is indiscernible over A

with I + J indiscernible over AB, then if I + d+ J is not indiscernible over AB, there must

be finite tuples a ⊆ A, b ⊆ B such that I + d + J is not indiscernible over ab. If we let

Ia = (ia : i ∈ I) and Ja = (ja : j ∈ J), then Ia + da+ Ja will be indiscernible over ∅ but not

over b, and Ia + Ja will be indiscernible over b, contradicting distality.
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First we check that this definition of distality implies NIP.

Theorem 3.5.2. If a metric theory T is distal, then T is NIP.

Proof. Assume T is not NIP. Let (ai : i ∈ ω) be an indiscernible sequence, b a tuple, φ(x; y)

a formula, and 0 ≤ r < s ≤ 1 such that � φ(ai; b) ≤ r when i is even and � φ(ai; b) ≥ s

when i is odd.

We claim that there are sequences I, J of order type Q and some d such that I + d + J

is indiscernible, I + J is indiscernible over b, but for all i ∈ I + J , � φ(i; b) ≤ r while

� φ(d; b) ≥ s. If so, this will contradict distality. Such an I + d + J is exactly a realization

of the following partial type Σ in variables

X = XI ∪ {xd} ∪XJ = {xiq : q ∈ Q} ∪ {xd} ∪ {xjq : q ∈ Q},

where Xn
< is the set of increasing n-tuples of X, and (XI ∪XJ)n< is defined similarly:

T ∪ {|ψ(x̄)− ψ(x̄′)| = 0 : ψ ∈ L; x̄, x̄′ ∈ Xn
<}

∪ {|ψ(x̄, b)− ψ(x̄′, b)| ≤ 1

m
: ψ ∈ L; x̄, x̄′ ∈ (XI ∪XJ)n<;m ∈ N}

∪ {φ(x, b) ≤ r : x ∈ XI ∪XJ}

∪ {φ(xd, b) ≥ s}.

It suffices to show that Σ is consistent. Let Σ0 ⊂ Σ be finite, and let x̄ ∈ (XI)
n
<,

x̄′ ∈ (XJ)n<, and xd include all the variables of X appearing in Σ0. Then we will find a finite

subsequence of (ai : i ∈ ω) realizing Σ0. It will automatically be ∅-indiscernible, and we will

interpret x̄, x̄′ with even elements of the sequence, and xd with an odd element, so we need

only make sure that a finite set of conditions of the form |ψ(x1, . . . , xn, b)−ψ(x′1, . . . , x
′
n, b)| ≤

1
m

are satisfied.

To do this, we find an infinite subsequence of (a2i : i ∈ ω) such that for all ψ in a
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finite set Ψ0 = {ψ0, . . . , ψr}, some fixed m,a and each pair of increasing n-tuples ā, ā′, we

have |ψ(ā, b) − ψ(ā′, b)| ≤ 1
m

. Assume for induction that S is an infinite subsequence such

that this holds for all ψi with i < k. (For k = 0, we set S = (a2i : i ∈ ω).) Then we

color all finite subsequences x1 < · · · < xn of S with m colors, assigning a tuple color

cj when j
m
≤ ψk(x1, . . . , xn, b) <

j+1
m

. By Ramsey’s Theorem, there must be an infinite

monochromatic subsequence, which satisfies the induction step.

Once we have this infinite subsequence S, we can select ā to be an arbitrary increasing

subsequence of S. Then we interpret xd with some a2i+1 greater than all of ā, and let ā′ be

in S and greater than a2i+1.

We will now show some useful lemmas for showing that indiscernible sequences are distal.

Lemma 3.5.3 (Generalizes [Sim13, Lemma 2.7]). Assume T is NIP. If I is a dense in-

discernible sequence without endpoints, then I is distal if and only if for every partition

I = I1 + I2 + I3 where I1, I2, I3 have no endpoints, then for all b1, b2 such that I1 + b1 + I2 + I3

and I1 + I2 + b2 + I3 are indiscernible, then I1 + b1 + I2 + b2 + I3 is also.

Proof. Clearly distality implies this condition, so it suffices to check that such a sequence is

distal.

First we observe that this alternative characterization of distality (at least for dense

sequences) only depends on the EM-type of I. There exist b1, b2 such that I1 + b1 + I2 + I3

and I1 +I2 +b2 +I3 are indiscernible, but I1 +b1 +I2 +b2 +I3 is not, if and only if there exists

some formula φ(y1, x1, y2, x2, y3), an ε > 0, such that when (y1, x1, y2, x2, y3) is an increasing

tuple of variables, φ(y1, x1, y2, x2, y3) = 0 is in the EM-type of I, but φ(y1, x1, y2, x2, y3) = ε

is consistent with (y1, x1, y2, y3) and (y1, y2, x2, y3) satisfying the EM-type of I.

Now we will show another property that follows from this condition: for all natural

numbers n, if I = I0 +I1 + . . . In is a partition into dense endpointless pieces, and b0, . . . , bn−1

are such that for each i, I0 + · · ·+ Ii + bi + Ii+1 + · · ·+ In is indiscernible, then I0 + b0 + I1 +
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b1 + · · · + bn−1 + In is also. We proceed by induction on n, with cases n = 0, 1 trivial, and

case n = 2 assumed. Assuming this works for n for all such sequences, partition or sequence

as I0 + I1 + · · ·+ In+1, and find suitable b0, . . . , bn. Then as I ′ = I0 + b0 + I1 + I2 + · · ·+ In is

indiscernible, it has the same EM-type as I, so it also has this property. Thus the sequence

obtained by inserting bi into I ′ is indiscernible for all i > 0, so by our induction hypothesis,

inserting all n extra elements gives an indiscernible sequence, as desired.

If our sequence I is not distal, then there exists a set B, a tuple d, and sequences I1 + I2

indiscernible over B, with the same EM-type as I, where I1 and I2 are dense and without

endpoints, and I1 + d+ I2 is indiscernible but not indiscernible over B.

Thus there is some formula φ(x1, x, x2) with parameters in B, and finite tuples i1 ⊆ I1 and

i2 ⊆ I2 such that for any i ∈ I1 +I2 between i1 and i2, φ(i1, i, i2) = 0, but φ(i1, d, i2) = ε > 0.

By avoiding i1 and i2, we can find a final segment I ′1 ⊆ I1 and an initial segment I ′2 ⊆ I2

such that I ′1 + I ′2 is indiscernible over Bi1i2. By Bi1i2-indiscernibility, we see that for any

partition of I ′1 + I ′2 into endpointless pieces, there is some element d′ that could be inserted,

maintaining indiscernibility, but with φ(i1, d
′, i2) = ε.

Now partition I ′1 + I ′2 into a countable infinite sequence J0 +J1 +J2 + . . . of endpointless

parts. For each n ∈ N, there is dn such that inserting dn between Jn and Jn+1 maintains

indiscernibility, but φ(i1, dn, i2) = ε. Inserting all of these either violates indiscernibility or

NIP, as φ(i1, dn, i2) alternates infinitely often between 0 and ε. We have shown that for each

n, inserting all of d0, . . . , dn maintains indiscernibility, so inserting each dn at once maintains

indiscernibility. Thus NIP fails, contradicting our hypothesis.

This lemma is the metric version of a special case of [Sim13, Lemma 2.8], on strong base

change. It is particularly useful in conjunction with Lemma 3.5.3.

Lemma 3.5.4. Let I = I0 + I1 + I2 be an indiscernible sequence, with A ⊃ I a set of

parameters, such that I0, I1, I2 are dense without endpoints. Let a and b be such that I0 +

a + I1 + I2 and I0 + I1 + b + I2 are indiscernible. Then there are a′ and b′ such that
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tp(a′b′/I) = tp(ab/I), tp(a′/A) = lim(I0/A) and tp(b′/A) = lim(I1/A).

Proof. Assume that the conclusion is false. Then by compactness, there are closed conditions

φ(x, y) = 0 ∈ tp(ab/I), ψ0(x) = 0 ∈ lim(I0/A) and ψ1(y) = 0 ∈ lim(I1/A) such that

{φ(x, y) = 0, ψ0(x) = 0, ψ1(y) = 0} is inconsistent. There is some minimum value ε taken by

max(ψ0(x), ψ1(y)) on the set of all types in Sxy(A) satisfying φ(x, y) = 0, and we see that

ε > 0. Let Iφ ⊂ I be a finite tuple containing all parameters of φ.

Because ψ0(x) = 0 ∈ lim(I0/A), we can find a final segment J0− ⊆ I0 such that ψ0(x) ≤ ε
2

on all of J0−, and an initial segment J0+ of I1 such that J0− + J0+ lies in the space between

elements of Iφ. We can also find J1− ⊆ I1, J1+ ⊆ I2 satisfying the same properties for

ψ1. As J0− + J0+ and J1− + J1+ lie between elements of Iφ, these sequences are mutually

indiscernible over Iφ. As a and b also lie in those intervals, we find that for any a′ ∈ J0−+J0+

and b′ ∈ J1−+J1+, φ(a′, b′) = 0. This means that there exist e0, e1 such that I0 + e0 + I1 + I2

and I0 + I1 + e1 + I2 are indiscernible and φ(e0, e1) = 0. Thus for i = 0 or i = 1, ψi(ei) ≥ ε.

We now add that value of ei into the sequence, maintaining indiscernibility, and repartition.

For the sake of simplicity, assume that e1 is the added value. Then we repartition

J1−+e1 +J1+ as J ′1−+J ′1+, where J ′1− is a strict initial segment of J1−. We repeat the earlier

process, finding e′0, e
′
1 such that J0− + e0 + J0+ and J ′1− + J ′1+ remain mutually indiscernible

over I0, as do J0− + J0+ and J ′1− + e′1 + J ′1+, while maintaining φ(e′0, e
′
1) = 0. Thus we add

either e′0 or e′1, and repeat infinitely many times.

In conclusion, we have added infinitely many points to either J0− or J1−. Assume without

loss of generality it was J1−. Then we have an indiscernible sequence consisting of J1− and

the added points where the value of ψ1 alternates infinitely many times between being

ψ1(y) ≤ ε
2
, as on all original values of J1−, and ψ1(y) ≥ ε, as on all the new added points.

This contradicts NIP.

In the rest of this section, we will generalize several other definitions of distality, in

terms of types and formulas, to continuous logic. We will check that these are the correct
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generalizations by showing that these definitions are all equivalent to our first definition in

terms of indiscernible sequences.

Theorem 3.5.5. If a metric theory T is NIP, then the following are equivalent:

1. T is distal.

2. Every global type is distal.

3. Every formula admits strong honest definitions.

4. Every formula admits an ε-distal cell decomposition for each ε > 0.

We will prove this over the following subsections by showing that 1 =⇒ 2, 2 =⇒ 3,

3 =⇒ 4, and 4 =⇒ 1, introducing the definitions of distal types (Definition 3.5.6), strong

honest definitions (Definition 3.5.8), and distal cell decompositions (Definition 3.5.17) as we

go.

3.5.1 Distal Types

We now restate the definition of distal types in an NIP theory, which also works as-is in the

continuous context.

Definition 3.5.6 (Distal types, [Sim15, Def. 9.3]). Assume T is NIP. Let p be a global

A-invariant type. Then p is distal over A when for any tuple b, if I � p(ω)|Ab, then p|AI and

tp(b/AI) are weakly orthogonal. (That means that there is a unique complete type over A

extending p(x) ∪ q(y).)

If p is distal over all A such that p is invariant over A, then we just say that p is distal,

without specifying A.

Theorem 3.5.7. In a distal theory, all invariant types are distal.

Proof. Let p be a global A-invariant type, let b be a tuple, and let I � p(ω)|Ab. We wish to

show that p|AI is weakly orthogonal to q(y) = tp(b/AI). One such type is tp(apb/AI) for any
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ap |= p|AIb, so for contradiction, assume there is some a |= p|AI such that a 6|= pAIb. We then

construct another Morley sequence. Let J |= p(ω)|MIa. Then I+a+J |= p(ω+ω)|A, and is thus

indiscernible over A, while I + J |= p(ω+ω)|M , and is thus indiscernible over Ab ⊆ M . For

any j ∈ J , j |= p|AIb, but a 6|= p|AIb, so I + a+ J is not indiscernible over Ab, contradicting

distality.

3.5.2 Strong Honest Definitions

We will now prove a series of versions of strong honest definitions. As with honest definitions,

we start by assuming distality to show a version expressed in terms of pairs, derive a finitary

version expressible without pairs, uniformize that finitary version using the (p, q)-theorem,

and then prove distality from strong honest definitions, showing that all of these statements

are equivalent.

There will be two basic ways to express strong honest definitions. The first is the con-

tinuous version of the version from [CS15, Prop. 19].

Definition 3.5.8. Let A be a closed subset of My where M � U and (M,A) � (M ′, A′).

Let φ(x; y) be a definable predicate, let a ∈ M , and let θ(x; d) be an A′-predicate. We say

that θ(x; d) is a strong honest definition for φ(a; y) over A when

• M ′ � θ(a; d) = 0

• For all a′ ∈M ′x, b ∈ A, |φ(a′; b)− φ(a; b)| ≤ θ(a′; d).

For either of these definitions, if the same predicate θ(x; z) works for any choice of M,A, b,

then we call θ(x; z) a strong honest definition for φ(x; y).

Essentially, θ(x; d) controls how much the type tpφ(x/A) differs from tpφ(a/A). In clas-

sical logic, when φ and θ only take values 0 and 1 corresponding to true and false, this

definition is equivalent to M ′ � θ(a; d) and θ(x; d) ` tpφ(a/A). This is precisely the pre-
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sentation of strong honest definitions in [CS15, Proposition 19]. We see that as in classical

logic, strong honest definitions always exist in distal theories.

Theorem 3.5.9. Assume T is distal. Let M |= T , A ⊆ M closed, φ(x; y) a definable

predicate, and a ∈ Mx. There is some elementary extension (M,A) � (M ′, A′) such that

φ(a;x) admits a strong honest definition θ(x; d) with d ∈ A′z.

Proof. As before, let SA ⊆ Sy(U) be the set of global types approximately realized in A.

We will show that tp(a/A′) × SA|A′ � φ(x; y) = φ(a; y), and then extract the strong honest

definition from there.

To do this, let p(y) ∈ SA be a global type. We claim that there is b ∈ A′ realizing p

over MB for any small B ⊆ A′. By the saturation of M′, it suffices to show that the type

p(y)|MB ∪ {P (y) = 0} is consistent. For this, it is enough to show that for every condition

π(y) = 0 ∈ p(y)|MB, and every ε > 0, π(y) ≤ ε is consistent with P (y) = 0. As [π(y) < ε]

is an open set containing p(y), it must also intersect the set of realizations of A, and thus

intersects [P (y) = 0], so π(y) ≤ ε is consistent with P (y) = 0.

This allows us to construct a Morley sequence I for p over M in A′, by recursively defining

an to be an element of A′ realizing p|Ma0...an−1 . By Theorem 3.5.7, for any p(y) ∈ SA, p|AI

is weakly orthogonal to tp(a/AI), so tp(a/AI) × p|AI � φ(x; y) = φ(a; y), and expanding

the parameter sets, we see that tp(a/A′) × p|A′ � φ(x; y) = φ(a; y). As this holds for

all p ∈ SA, the condition φ(x; y) = φ(a; y) holds everywhere on tp(a/A′) × SA|A′ , so the

predicate |φ(x; y)− φ(a; y)| is zero.

We now apply Lemma 3.3.3 to the partial A′ types tp(a/A′) and SA|A′(y) on (x, y) and

the predicate |φ(x; y)− φ(a; y)|, and find a definable predicate θ(x; d) with d ∈ A′ such that

tp(a/A′) implies θ(x; d) = 0 and for all b satisfying a type in SA|A′(y), |φ(x; b) − φ(a; b)| ≤

θ(x; d). In particular, for all b ∈ A, |φ(x; b)− φ(a; b)| ≤ θ(x; d).

There is another form of strong honest definitions, which is literally an honest definition
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in the sense of Definition 3.4.4. We call these “strong∗ honest definitions,” as their existence

is related to existence of strong honest definitions for the dual predicate.

Definition 3.5.10. Let A be a closed subset of Mx where M � U and (M,A) � (M ′, A′).

Let φ(x; b) be an M -predicate, and let ψ(x; d) be an A′-predicate. We say that ψ(x; d) is a

strong∗ honest definition for φ(x; b) over A when

• for all a ∈ A, φ(a; b) = ψ(a; d)

• for all a ∈M ′x, φ(a; b) ≤ ψ(a; d).

If the same predicate ψ(x; z) works for any choice of M,A, b, then we call ψ(x; z) a strong∗

honest definition for φ(x; y).

For all φ(x; y) and ψ(y; z), we also define a predicate

SHDφ,ψ,P (y; z) = max

(
sup
x:P (x)

|φ(x; y)− ψ(x; z)|, sup
x
φ(x; y)−̇ψ(x; z)

)
.

Then for d ∈ A′z, (M ′, A) � SHDφ,ψ,P (b; d) if and only if ψ(x; d) is a strong∗ honest definition

for φ(x; b). We will abuse notation later to write SHDφ,ψ,A(b; d) for the value of SHDφ,ψ,P (b; d)

in (M ′, A).

We see that strong honest definitions imply the existence of strong∗ honest definitions

for the dual predicate.

Lemma 3.5.11. Let A be a closed subset of Mx where M � U and (M,A) � (M ′, A′). Let

φ(x; b) be an M-predicate. If φ∗(b;x) admits a strong honest definition θ(y; d) over A, then

φ(x; b) admits a strong∗ honest definition ψ(x; d) over A, with the same parameters, and

ψ(x; z) depending only on θ(y; z).

Proof. Let ψ(x; d) = supy(φ(x; y)−̇θ(y; d)). Thus for each a ∈ M ′x, we have ψ(a; d) =

supy(φ(a; y)−̇θ(y; d)). By plugging in y = b, we see that ψ(a; d) ≥ φ(a; b)−̇θ(b; d) = φ(a; b).
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Now let a ∈ A. For all b′ ∈M ′y, we have |φ(a; b′)−φ(a; b)| ≤ θ(b′; d), so φ(a; b′)−̇θ(b′; d) ≤

φ(a; b), and thus ψ(a; d) ≤ φ(a; b), so φ(a; b) = ψ(a; d).

We can recover strong honest definitions from strong∗ honest definitions for both the

original predicate and its complement.

Lemma 3.5.12. If φ(x; b) and 1 − φ(x; b) admit strong∗ honest definitions over A then

φ∗(b;x) admits a strong honest definition over A.

Proof. Assume that φ(x; b) admits a strong∗ honest definition ψ+(x; d) over A, and 1−φ(x; b)

admits a strong∗ honest definition ψ′(x; d) over A. Then by setting ψ−(x; d) = 1− ψ′(x; d),

we find that

• for all a ∈ A, φ(a; b) = ψ−(a; d) = ψ+(a; d)

• for all a ∈M ′x, ψ−(a; d) ≤ φ(a; b) ≤ ψ+(a; d).

Then we let θ(y; z) = supx max(ψ−(x; z)−̇φ(x; y), φ(x; y)−̇ψ+(x; z)). For every a ∈ M ′x,

we have that

ψ−(a; d)−̇φ(a; b) = φ(a; b)−̇ψ+(a; d) = 0,

so

θ(b; d) = sup
x

max(ψ−(x; d)−̇φ(x; b), φ(x; b)−̇ψ+(x; d)) = 0.

Now let a ∈ A, b′ ∈M ′y. We have that

|φ(a; b)− φ(a; b′)| = max(φ(a; b)−̇φ(a; b′), φ(a; b′)−̇φ(a; b))

= max(ψ−(a; d)−̇φ(a; b′), φ(a; b′)−̇ψ+(a; d))

≤ θ(b′; d).
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As with honest definitions, we can take forced limits of approximate strong∗ honest

definitions to get strong∗ honest definitions, and the proof is essentially the same.

Lemma 3.5.13. Let A be a closed subset of My where M � U , and let φ(x; b) be an M-

predicate. Let (M,A) � (M ′, A′), and let d ∈ A′z. Let (ψn(x; z) : n ∈ N) be a sequence of

definable predicates with SHDφ,ψn,A(b; d) ≤ 2−n for each n. Then F limψn(x; d) is a strong∗

honest definition for φ(x; b) over A.

If instead we have a sequence (ψn(x; zn) : n ∈ N) with different dn ∈ A′zn for each n such

that SHDφ,ψn,A(b; dn) ≤ 2−n, then F limψn(x; d) is a strong∗ honest definition for φ(x; b)

over A, where d is a concatenation of all the tuples dn.

We now deduce a finitary version of strong∗ honest definitions, without having to intro-

duce an elementary extension. The proof is analogous to the proof of 3.4.7.

Lemma 3.5.14. Let A be a closed subset of My where M � U , and let φ(x; b) be an M-

predicate. Fix (M,A) � (M ′, A′) to be |M |+-saturated, ε > 0, and a definable predicate

ψ(x; z).

If there exists d ∈ A′z such that SHDφ,ψ,A(b; d) < ε, then for all finite A0 ⊆ A, we have

there is a tuple dA0 ∈ Az such that SHDφ,ψ,A0(b; dA0) < ε.

Conversely, if for all finite A0 ⊆ A, there is a tuple dA0 ∈ Az with SHDφ,ψ,A0(b; dA0) ≤ ε,

then there exists d ∈ A′z such that SHDφ,ψ,A(b; d) ≤ ε.

We can now uniformize strong honest definitions using Lemma 3.5.14. The same argu-

ment used to prove 3.4.8 and then 3.4.9 applies again:

Theorem 3.5.15. Assume T is distal. Every definable predicate φ(x; y) admits a strong∗

honest definition ψ(x; z). That is, Then there is a definable predicate ψ(x; z) such that for

any M |= T , A ⊆ M closed with |A| ≥ 2, and b ∈ My with |A| ≥ 2, there is some d such

that ψ(x; d) is a strong∗ honest definition for φ(x; y) over A.
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Finally, by 3.5.12, we can translate this back into a uniformized version of strong honest

definitions.

Theorem 3.5.16. Assume T is distal. Every definable predicate φ(x; y) admits a strong

honest definition θ(y; z).

3.5.3 Distal Cell Decompositions

While our finitary approximation to a strong∗ honest definition matches our notions for

honest definitions, the finitary approximation to strong honest definitions will more closely

resemble our approach to UDTFS. As we will use these for more combinatorial applications,

we will use the conventions of distal cell decompositions from [CGS20].

Definition 3.5.17. Let φ(x; y) be a definable predicate, let Ψ be a finite set of definable

predicates of the form ψ(x; y1, . . . , yk), where k is finite.

We say that Ψ weakly defines a ε-distal cell decomposition over M for φ(x; y) when for

every finite B ⊆ My with |B| ≥ 2, there are sets Bψ ⊆ B for each ψ ∈ Ψ such that the

predicate
∑

ψ∈Ψ

∑
b̄∈Bψ ψ(x; b̄) is always nonzero, and for each ψ ∈ Ψ, b̄ ∈ Bψ and b ∈ B, we

have the bound

sup
x,x′

min(ψ(x; b̄), ψ(x′; b̄), |φ(x; b)− φ(x′; b)|−̇ε) = 0,

indicating that for all a, a′ in the support of ψ(x; b̄), |φ(a; b)− φ(a′; b)| ≤ ε.

Let Θ = {θψ : ψ ∈ Ψ} where for each ψ(x; y1, . . . , yk) ∈ Ψ, θψ is a definable predicate of

the form θ(y; y1, . . . , yk).

We say that Ψ and Θ define a ε-distal cell decomposition over M for φ(x; y) when for every

finite B ⊆My with |B| ≥ 2, we may let Bψ = {(b1, . . . , bk) ∈ Bk : ∀b ∈ B, θψ(b; b1, . . . , bk) =

0} in the above definition.

To recover the classical logic definition from [CGS20], we may choose any 0 < ε < 1 and

let φ = 0 or ψ = 0 denote truth, while θψ = 0 corresponds to falsity.
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For most purposes, it suffices to find a weak definition for a distal cell decomposition, as

then we can let

θψ(y; ȳ) = sup
x,x′

min(ψ(x; ȳ), ψ(x′; ȳ), |φ(x; y)− φ(x′; y)|−̇ε),

and Θ = {θψ : ψ ∈ Ψ} will finish defining the distal cell decomposition.

We justify this definition of distal cell decompositions by showing that their existence

is equivalent to distality. First we show that distal cell decompositions follow from strong

honest definitions, and then we will show that they imply distality, completing the cycle of

equivalences.

Lemma 3.5.18. Let φ(x; y) be a definable predicate such that φ(x; y) admits a strong honest

definition. Then φ(x; y) admits a distal cell decomposition for all ε > 0.

Proof. Let θ(x; z) be a strong honest definition for φ(x; y). Then by the density of formulas

in definable predicates, let ψ(x; z) be a formula which is always within ε
6

of ε
3
−̇θ(x; z).

Fix B ⊆ My. Then for each a ∈ Mx, there is a tuple da in Bz such that θ(a; da) = 0,

and for all a′ ∈ Mx and b ∈ B, |φ(a; b) − φ(a′; b)| ≤ θ(a′; da). Thus |ψ(x; z) − ε
3
| ≤ ε

6
, so

ψ(a; da) ≥ ε
6
> 0. If a′ ∈ Mx is such that ψ(a′; da) > 0, then θ(a′; da) <

ε
2
, so for all b ∈ B,

|φ(a; b)−φ(a′; b)| ≤ ε
2
, and thus for all a1, a2 ∈Mx such that ψ(a1; da) > 0 and ψ(a2; da) > 0,

we have |φ(a1; da)− φ(a2; da)| ≤ ε.

As ψ(x; z) is a formula, it depends on only finitely many variables, so we may select

y1, . . . , yk to be copies of y within z including all variables on which ψ depends. Then letting

Ψ = {ψ(x; y1, . . . , yk)}, we check that Ψ weakly defines a ε-distal cell decomposition. If Bψ

is the set of all b̄ such that some da restricts to b̄, we find that for all a, there is some b̄ ∈ Bψ

such that ψ(a; b̄) > 0, and for each b̄ ∈ Bψ, and for all a1, a2 ∈ Mx such that ψ(a1; b̄) > 0

and ψ(a2; b̄) > 0, we have |φ(a1; b̄)− φ(a2; b̄)| ≤ ε.
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Theorem 3.5.19. If a metric theory T is such that all formulas admit ε-distal cell decom-

positions for all ε > 0, then it is distal.

Proof. Fix I + d+ J indiscernible with indiscernible over B and I, J infinite. We will show

that I + d+ J is indiscernible over B. To do this, let a be a finite tuple from A.

Let φ be a formula, and without loss of generality, assume that φ(a; b0, . . . , b2n) = 0 when

b0 < · · · < b2n is an increasing sequence in I + J . Fix ε > 0. We will show that for any

b0 < · · · < bn−1 ∈ I, bn+1 < · · · < b2n ∈ J , φ(a; b0, . . . , bn−1, d, bn+1, . . . , b2n) ≤ ε, implying

that I + d+ J is A-indiscernible.

Let Ψ weakly define a ε-distal cell decomposition for φ(x; y0, . . . , y2n). Fix a finite set

I0 ⊆ I with |I0| ≥ |z| + 2(2n + 1). Then there is some ψ(x; y1, . . . , yk) ∈ Ψ and some tuple

b̄ ∈ Ik such that ψ(a, b̄) > 0 and for all a′ with ψ(a′; b̄) > 0, for all b̄′ ∈ I2n+1, φ(a; b̄′) ≤ ε.

Thus

sup
x

max(ψ(x; b̄), ε−̇φ(x; b̄′)) = 0.

Because I0 is large, there is an increasing sequence b0 < · · · < b2n in I0 disjoint from b̄,

and in particular, all of the elements in the sequence are either less than or greater than the

entire tuple b̄.

Now let b′0, . . . , b
′
n−1 ∈ I, b′n+1, . . . , b

′
2n ∈ J , and we will show that

φ(a; b′0, . . . , b
′
n−1, d, b

′
n+1, . . . , b

′
2n) ≤ ε.

There is some tuple b̄′ ∈ I + J such that the order type of b′0, . . . , b
′
n−1, d, b

′
n+1, . . . , b

′
2n, b̄

′ is

the same as b0, . . . , b2n, b̄. By the indiscernibility of I + d+ J , we find that

sup
x

max(ψ(x; b̄′), ε−̇φ(x; b′0, . . . , b
′
n−1, d, b

′
n+1, . . . , b

′
2n)) =

sup
x

max(ψ(x; b̄), ε−̇φ(x; b0, . . . , b2n)) = 0,
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and by the indiscernibility of I + J over A, we have ψ(a; b̄′) > 0, so

φ(a; b′0, . . . , b
′
n−1, d, b

′
n+1, . . . , b

′
2n) ≤ ε,

as desired.

3.5.4 Reductions

Having seen that all of these properties are equivalent to distality, we now provide some

more ways to check whether a theory is distal.

We will show that the property of admitting strong honest definitions is closed under

continuous combinations, which means that given quantifier elimination, it suffices to check

that atomic formulas admit strong honest definitions.

Lemma 3.5.20. Let φ1(x; y), . . . , φn(x; y) be formulas that admit strong honest definitions.

Let u : [0, 1]n → [0, 1] be continuous. Then φ(x; y) = u(φ1(x; y), . . . , φn(x; y)) admits a strong

honest definition.

Proof. Define F,G : ([0, 1]n × [0, 1]n) → [0, 1] as follows, using the `∞-norm on [0, 1]n. Let

F (a, a′) = |a− a′|`∞ and G(a, a′) = |u(a)− u(a′)|. As u is continuous between two compact

metric spaces, it is uniformly continuous, so for each ε > 0, there is some δ > 0 such that

|a− a′|`∞ ≤ δ implies |u(a)− u(a′)| ≤ ε. Thus by [BBH08, Proposition 2.10], there is some

increasing continuous α : [0, 1]→ [0, 1] such that α(0) = 0 and ∀a, a′, G(a, a′) ≤ α(F (a, a′)).

Now for 1 ≤ i ≤ n, let θi(x; z) be a strong honest definition for φi(x; y). Then let

θ(x; z1, . . . , zn) = α (min1≤i≤n θi(x; zi)). We check that θ is a strong honest definition for φ.

Let M � U , A closed in My, a ∈ Mx, (M,A) � (M ′, A′) be sufficiently saturated. Let

d1, . . . , dn ∈ A′ be such that for each i, θi(x; di) is a strong honest definition for φi(a; y) over

A. Then we see that

θ(a; d) = α

(
max
1≤i≤n

θi(a; zi)

)
= 0.
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Now let a′ ∈M ′x, b ∈ A. We see that

|φ(a′; b)− φ(a; b)| = G(φ1(a; b), . . . , φn(a; b), φ1(a′; b), . . . , φn(a′; b))

≤ α(F (φ1(a; b), . . . , φn(a; b), φ1(a′; b), . . . , φn(a′; b)))

= α

(
max
1≤i≤n

|φi(a′; b)− φi(a; b)|
)

≤ α

(
max
1≤i≤n

θi(a
′; di)

)
= θ(a′; d).

Corollary 3.5.21. As a corollary, we see that if T eliminates quantifiers and all atomic

formulas admit strong honest definitions, then T is distal.

We can also reduce to one variable.

Theorem 3.5.22. Let T be an NIP theory. Then T is distal if and only if any of the

following equivalent conditions hold:

• Any indiscernible I + d+ J with I + J indiscernible over a singleton b is indiscernible

over b

• For any A ⊂ M, global A-invariant type p and singleton b, if I � p(ω)|Ab, then p|AI

and tp(b/AI) are weakly orthogonal

• Any predicate φ(x; y) with |x| = 1 admits a strong honest definition

• Any predicate φ(x; y) with |x| = 1 admits an ε-distal cell decomposition for every ε > 0.

Proof. Clearly distality implies all of these conditions.

These conditions are all equivalent by following the proofs of the implications in 3.5.5 and

keeping track of the length of tuples. We will prove that the indiscernible condition implies
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distality and the strong honest definition condition implies distality. The first proof is more

straightforward, but we will also construct explicit strong honest definitions for predicates

with more variables, generalizing the constructions in [And23a, Theorem 3.1] and [ACG22,

Proposition 1.9].

First we show that if distality fails, the first condition fails. Let I+d+J be indiscernible,

and let b be a tuple such that I + J is indiscernible over b, but I + d+ J is not indiscernible

over b. Then I + d + J it is not indiscernible over some finite subtuple of b, and we may

assume b is finite. Let n be minimal such that there exists b = (b1, . . . , bn) satisfying these

properties.

For a sequence S and a tuple b′, let S_b′ be the tuple obtained by concatenating b′ to

each term of S. Then S is indiscernible over b′ if and only if S_b′ is indiscernible.

We know that I+d+J is indiscernible over (b1, . . . , bn−1), so (I+d+J)_(b1, . . . , bn−1) is

indiscernible, and (I+J)_(b1, . . . , bn−1) is indiscernible over bn, but (I+d+J)_(b1, . . . , bn−1)

is not indiscernible over bn, so this sequence fails the first criterion over the singleton bn.

Now we provide an explicit construction of strong honest definitions. Let T be a theory

in which every definable predicate φ(x; y) with |x| = 1 admits a strong honest definition.

To show that every definable predicate φ(x; y) admits a strong honest definition, it suffices

to show it for all predicates with |x| finite, as every predicate is a uniform limit of such

predicates, and by Lemma 3.5.13, uniform limits of predicates with strong honest definitions

have strong honest definitions.

Assume for induction that this holds for every definable predicate with |x| ≤ n, and

let φ(x0, x; y) be a definable predicate with |x| = n. We will now repartition the vari-

ables of φ several ways, and find strong(∗) honest definitions for each repartition. Then

by assumption, there exists a strong honest definition θ0(x0; z0) for φ(x0;x, y). As z0 is

a (possibly countable) tuple of copies of (x, y), and we will be interested in considering

θ0 as a strong honest definition over sets of the form {a} × A for A ⊆ My, we will
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assume that each copy of x is equal, and write the predicate as θ0(x0;x, z0), where z0

is a tuple of copies of y. Then we let ψ+(x; y, z0) = supx0 φ(x0, x; y)−̇θ0(x0;x, z0), and

ψ−(x; y, z0) = 1 − supx0(1 − φ(x0, x; y))−̇θ0(x0;x, z0). As |x| = n, there are also strong

honest definitions θ+(x; z+), θ−(x; z−) for ψ+(x; y, z0), ψ−(x; y, z0) respectively.

We claim that θ(x0, x; z0, z+, z−) = θ0(x0;x, z0) + θ+(x; z+) + θ−(x; z−) is a strong hon-

est definition for φ(x0, x; y). Now fix A ⊆ My, a0 ∈ M,a ∈ Mx. Let d0 be such that

θ0(x0; a, d0) is a strong honest definition for φ(a0;x, y) over {a} × A, and let d± be such

that θ±(x; d±) is a strong honest definition for ψ±(a; y, z0) over A × {d0}. By defini-

tion, we will have θ(a0, a; d0, d
′
+, d

′
−) = 0 + 0 + 0. For any a′0 ∈ M , as θ0(a′0; a, d0) ≥

|φ(a′0, a; b)−φ(a0, a; b)| and thus φ(a′0, a; b) ≤ φ(a0, a; b)+θ0(a′0; a, d0), we have ψ+(a; b, d0) =

supx0 φ(a′0, a; b)−̇θ0(a′0; a, d0) ≤ φ(a0, a; b). A similar calculation shows that ψ−(a; b, d0) ≥

φ(a0, a; b).

Now let a′0 ∈ M , a′ ∈ Mn, and b ∈ A, and we will show that |φ(a0, a; b)− φ(a′0, a
′; b)| ≤

θ(a′0, a
′; d). First we will show that φ(a′0, a

′; b) ≤ φ(a0, a; b) + θ(a′0, a
′; d).

We see that |ψ+(a′; b, d0)− ψ+(a; b, d0)| ≤ θ+(a′; d+), so

φ(a′0, a
′; b)−̇θ0(a′0; a′, d0) ≤ ψ+(a′; b, d0) ≤ ψ+(a; b, d0) + θ+(a′; d+) ≤ φ(a0, a; b) + θ+(a′; d+)

and thus

φ(a′0, a
′; b) ≤ φ(a0, a; b) + θ0(a′0; a′, d0) + θ+(a′; d+) ≤ φ(a0, a; b) + θ(a′0; a′, d0, d+, d−).

By similar logic,

φ(a′0, a
′; b) ≥ φ(a0, a; b)− θ0(a′0; a′, d0)− θ−(a′; d−) ≥ φ(a0, a; b)− θ(a′0; a′, d0, d+, d−).
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CHAPTER 4

Generically Stable Measures and Distal Regularity in

Continuous Logic

In this chapter, we develop a theory of generically stable and smooth Keisler measures in

NIP metric theories, generalizing the case of classical logic. Using smooth extensions, we

verify that fundamental properties of (Borel)-definable measures and the Morley product

hold in the NIP metric setting. With these results, we prove that as in discrete logic, generic

stability can be defined equivalently through definability properties, statistical properties, or

behavior under the Morley product. We also examine weakly orthogonal Keisler measures,

characterizing weak orthogonality in terms of various analytic regularity properties.

We then examine Keisler measures in distal metric theories, proving that as in discrete

logic, distality is characterized by all generically stable measures being smooth, or by all

pairs of generically stable measures being weakly orthogonal. We then use this, together

with our results on weak orthogonality and a cutting lemma, to find analytic versions of

distal regularity and the strong Erdős-Hajnal property.

4.1 Introduction

This chapter continues the study of distal theories in continuous logic begun in Chapter 3.

In that chapter, we characterized distal metric structures in terms of the behavior of their

indiscernible sequences and a continuous version of strong honest definitions, generalizing

[Sim13] and [CS15]. It is just as fundamental to define distal structures as those structures
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where all generically stable Keisler measures are smooth.

Keisler measures, as a real-valued generalization of types, lend themselves naturally to

continuous logic. Despite this, while many properties of types such as definability, finite

satisfiability, and generic stability have been generalized both to Keisler measures[HPS13]

and to types in continuous logic[Ben10b][CGH23b][Kha22], the literature is comparatively

lacking in simultaneous generalizations to measures in continuous logic. Thus before we

can examine distal metric structures from a Keisler measure perspective, we must generalize

these properties, extending the theory of Keisler measures over metric structures from papers

such as [BK09], [Ben09], and [CCP24].

Once we understand generically stable Keisler measures in continuous logic, and prove

that the Keisler measure definition of distality is equivalent to all other definitions for metric

structures, we may use these measures for combinatorial applications of distality. We develop

continuous logic versions of the distal regularity lemma and (definable) strong Erdős-Hajnal

property of [CS18]. A forthcoming paper with Ben Yaacov will provide several examples of

metric structures to which these results apply[AB24].

This contributes to a growing subject of “tame regularity” in the analytic setting. Ana-

lytic regularity lemmas replace the graphs of Szemerédi’s original regularity lemma with

real-valued functions, which are decomposed into structured, pseudorandom, and error

parts[LS07]. Under a tameness assumption, such as the function being definable in an

NIP[LS10], n-dependent[CT20], or stable[CCP24] metric structure, this decomposition can

be simplified.

The distal analytic regularity lemma, Theorem 4.5.5, implies that for every ε > 0, any

definable predicate φ(x1, . . . , xn) in a distal structure can be expressed as a the sum of a

structured part of bounded complexity and a particularly well-behaved error part, which is

bounded in magnitude by ε everywhere except on a structured set of small measure.

This in turn implies an analytic version of the strong Erdős-Hajnal property: We say
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that a predicate φ(x1, . . . , xn) has the strong Erdős-Hajnal property in some structure M

when for every ε > 0, there exists δ > 0 such that for any finite sets Ai ⊆ Mxi , there are

subsets Bi ⊆ Ai such that |Bi| ≥ δ|Ai| and for all b, b′ ∈ B1 × · · · × Bn, |φ(b) − φ(b′)| ≤ ε.

Just as [CS18, Theorem 3.1] proves in the discrete case, we show that in continuous logic,

distality is equivalent to every definable predicate having a definable version of the strong

Erdős-Hajnal property, where the counting measures on the sets Ai can be replaced with

generically stable Keisler measures, and the sets Bi can be defined uniformly.

Overview and Results

Section 4.2 lays out the basic theory of Keisler measures in continuous logic. These can

be understood either as regular Borel measures on the space of types, or equivalently, as

certain linear functionals on the space of definable predicates[CCP24]. Most importantly

for studying distality, we study weak orthogonality and smooth measures, following the ap-

proach of [Sim16]. We characterize weakly orthogonal measures as those where the following

equivalent conditions hold:

Corollary 4.1.1 (Corollary 4.2.21). Let x1, . . . , xn be variable tuples, and let µi ∈Mxi(M)

be Keisler measures on xi for each i. The measures µi are weakly orthogonal, meaning that

there is a unique measure ω ∈ Mx1,...,xn(M) on (x1, . . . , xn) extending the product measure

of µ1, . . . , µn, if and only if for every M-definable predicate φ(x1, . . . , xn) and every ε > 0,

there exist M-definable predicates ψ−(x1, . . . , xn), ψ+(x1, . . . , xn), where ψ±(x1, . . . , xn) are

each of the form
∑m

j=1

∏n
i=1 θ

±
ij(xi), such that

• For all (x1, . . . , xn), ψ−(x1, . . . , xn) ≤ φ(x1, . . . , xn) ≤ ψ+(x1, . . . , xn).

• For any product measure ω of µ1, . . . , µn,
∫
Sx1...xn (M)

(ψ+ − ψ−) dω ≤ ε.

From this perspective, we consider smooth measures - all measures such that there is a

small model M such that µ|M has a unique global extension. We characterize them also as
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the measures that are weakly orthogonal to all measures, or equivalently all types. We also

examine invariant and (Borel)-definable measures, extending the careful work in [CGH23a]

on Morley products in NIP to continuous logic. This approach revolves around the fact that

any measure in an NIP theory admits a smooth extension, which we verify for continuous

logic in Lemma 4.2.30. We are then able to use smooth extensions of measures as we would

use realizations of types.

In Section 4.3, we turn to generically stable measures, finding many equivalent continu-

ous logic characterizations of these versatile measures, culminating with a generalization of

[HPS13, Theorem 3.2] to continuous logic:

Theorem 4.1.2 (Thm 4.3.1). Assume T is an NIP metric theory. For any small model

M ⊆ U , if µ is a global M-invariant measure, the following are equivalent:

1. µ is a frequency interpretation measure (fim) over M (see Definition 4.2.2)

2. µ is a finitely approximated measure (fam) over M (see Definition 4.2.2)

3. µ is definable over and approximately realized in M (see Definition 4.2.2)

4. µ(x)⊗ µ(y) = µ(y)⊗ µ(x) (see Definition 4.2.8)

5. µ(ω)(x0, x1, . . . )|M is totally indiscernible (see Definition 4.2.8).

This connects the topological properties of generically stable measures (definability and

approximate realizability) and the behavior of the Morley product to the property of being

a frequency interpretation measure (fim). Classically, these are measures against which

formulas obey a version of the VC-theorem. We show that in continuous logic, definable

predicates and generically stable measures satisfy various properties that were shown in

[And23b, Section 3.2] for definable predicates and finitely-supported measures. This includes

a Glivenko-Cantelli property analogous to the VC-Theorem (our definition of fim) as well as

bounds on the sizes of ε-approximations (Corollary 4.3.7) and ε-nets (Theorem 4.3.11).
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Before approaching distal regularity directly, we connect weak orthogonality of mea-

sures to regularity properties in Section 4.4. In [Sim16], the distal regularity lemma are

proven using weak orthogonality. Before assuming distality, we develop the nomenclature

for expressing this regularity lemma and the (definable) strong Erdős-Hajnal property in

continuous logic, generalizing [CS18, Theorems 3.1 and 5.8] in the discrete case, and we are

able to prove non-uniform versions of these regularity lemmas for any weakly orthogonal

measures:

Theorem 4.1.3 (Theorem 4.4.10). Let µ1 ∈ Mx1(M), . . . , µn ∈ Mxn(M). The following

are equivalent:

• The measures µ1, . . . , µn are weakly orthogonal.

• For each M-definable predicate φ(x1, . . . , xn) and each ε, δ > 0, there is some C such

that φ admits a definable (ε, δ)-distal regularity partition (see Definitions 4.4.1 and

4.4.9)

• For each M-definable predicate φ(x1, . . . , xn) and each ε, δ > 0, there is some C such

that φ admits a constructible (ε, δ)-distal regularity partition (see Definitions 4.4.1 and

4.4.9)

• For each M-definable predicate φ(x1, . . . , xn) and each ε > γ ≥ 0, there is some δ >

0 such that for any product measure ω of continuous localizations of µ1, . . . , µn, if∫
Sx1...xn (M)

φ dω ≥ ε, then there are M-definable predicates ψi(xi) such that ψi(ai) > 0

for each i, φ(a1, . . . , an) ≥ γ, and for each i,
∫
Sxi (M)

ψi(xi) dµi ≥ δ.

• For each M-definable predicate φ(x1, . . . , xn) and each ε > 0, φ has the definable ε-SEH

with respect to any continuous localizations of µ1, . . . , µn (see Definition 4.4.8).

Furthermore, if these hold, then the (ε, δ)-distal regularity partitions can be chosen to be grid

partitions of size O(δ−C) for some constant C depending on φ, ε, µ1, . . . , µn.
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Having explored Keisler measures in NIP metric structures, we turn to distality in Section

4.5. First we characterize distal metric theories in terms of Keisler measures:

Theorem 4.1.4 (Theorem 4.5.1). The following are equivalent:

• The theory T is distal

• Every generically stable measure is smooth

• All pairs of generically stable measures are weakly orthogonal.

We then apply distality to the regularity results of Section 4.4, showing that the regularity

lemmas hold uniformly, getting a continuous logic version of the distal regularity lemma from

[CS18]:

Theorem 4.1.5 (Theorem 4.5.5). Assume T is distal.

For every definable predicate φ(x1, . . . , xn; y) and ε > 0, there exist predicates ψi(xi; zi),

which can be chosen to be either definable or constructible, and a constant C such that if

µ1 ∈ Mx1(M), . . . , µn ∈ Mxn(M) are such that for i < n, µi is generically stable, b ∈ My,

and δ > 0, the following all hold: The predicate
∏n

i=1 ψi(xi; zi) defines a (ε, δ)-distal regularity

grid partition for φ(x1, . . . , xn; b) of size O(δ−C).

4.2 Keisler Measures in Metric Theories

In this section, we translate some of the theory of Keisler measures to continuous logic,

building on the definitions in [BK09], [Ben09], and [CCP24]. Throughout, T will be a

complete metric theory with a monster model U , and for any A ⊆ U , Sx(A) will be the

space of types in variables x with parameters in A. For background on metric structures,

see Chapter 3.

Definition 4.2.1. A Keisler measure on Sx(A) is a regular Borel probability measure on

Sx(A). We denote the space of such measures Mx(A).
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It is noted in [CCP24] that these are in bijection with Keisler functionals, that is, positive

linear functionals on C(Sx(A),R) with ‖f‖ = 1. We give the space Mx(A) of Keisler measures

the weak∗ topology as positive linear functionals, the coarsest topology such that every

definable predicate φ(x) with parameters in A, µ 7→
∫
Sx(A)

φ(x) dµ is continuous. This

generalizes the compact Hausdorff topology used for Keisler measures in classical logic in

[Gan20]. We also see that for every definable predicate φ(x) with parameters in A, as φ(x)

is the uniform limit of a sequence of formulas, µ 7→
∫
Sx(A)

φ(x) dµ is the uniform limit of

a sequence of integrals of formulas, each of which is a continuous function, and is thus

continuous.

We now present continuous analogs for several key properties that global Keisler measures

(measures in Mx(U)) can have.

Definition 4.2.2. Let µ be a global Keisler measure, and let A ⊆ U be a small set, and

M � U a small model.

• We say µ is A-invariant when for any tuples a ≡A b in Uy, and any formula φ(x; y) ∈

L(A),
∫
φ(x; a) dµ =

∫
φ(x; b) dµ. Equivalently, any automorphism of U fixing A pre-

serves µ.

• If µ is A-invariant, define the map F φ
µ,A : Sy(A) → [0, 1] by F φ

µ,A(p) =
∫
φ(x; b) dµ for

b |= p.

• We say µ is A-Borel definable when it is A-invariant and for all φ(x; y) ∈ L(A), the

map F φ
µ,A is Borel.

• We say µ is A-definable when it is A-invariant and for all φ(x; y) ∈ L(A), the map

F φ
µ,A is continuous (and thus a definable predicate).

• We say µ is approximately realized in A when µ is in the topological closure of the

convex hull of the Dirac measures at types of points in A. This corresponds to finite

satisfiability.
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• Keeping discrete notation, we call a definable, approximately realized measure dfs (for

definable, finitely satisfiable).

• We say µ is finitely approximated in M when for every ϕ(x; y) ∈ L(M) and every

ε > 0, there exists a tuple (a1, . . . , an) ∈ (Mx)n which is a ε-approximation for the

family {ϕ(x; b) : b ∈ Uy} with respect to µ. We abbreviate this property as fam.

• We say µ is a frequency interpretation measure over M when for every ϕ(x; y) ∈ L(M),

there is a family of formulas (θn(x1, . . . , xn) : n ∈ ω) with parameters in M such that

limn→∞ µ
(n)(θn(x1, . . . , xn)) = 1, and for every ε > 0, for large enough n, any ā ∈ (Ux)n

satisfying θn(ā) is a ε-approximation to ϕ(x; y) with respect to µ. We abbreviate this

property as fim.

• We say µ is smooth over M when for every N with M � N , there exists a unique

extension µ′ ∈Mx(N) of µ|M .

Note that if µ isA-invariant, then F φ
µ,A can also be defined for φ(x; y) a definable predicate.

Any definable predicate is a uniform limit of formulas, so not only will F φ
µ,A be well-defined,

but it will be the uniform limit of functions of the form Fψ
µ,A where ψ is a formula. Thus if

µ is A-Borel definable, the function F φ
µ,A will be Borel for φ a definable predicate, and if µ

is A-definable, F φ
µ,A will be continuous. While we will often prove results for Borel definable

measures for full generality, we will eventually show that in the NIP context, these are the

same as invariant measures (see Lemma 4.2.7).

We will need to be able to consider sequences which are indiscernible with respect to µ

in a certain sense, for which we will need the following definitions.

Definition 4.2.3. Let LE be an extension of the language L to add a relation symbol Eψ(y)

for each restricted formula ψ(x; y), with Eψ(y) having the same Lipschitz constant as ψ.

If M is a model and µ ∈Mx(M), let (M ;µ) be the LE-structure so that for all b ∈ My,

Eψ(b) =
∫
Sx(M)

ψ(x; b) dµ.
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The metric structure (M ;µ) is valid because the integral of a C-Lipschitz function is also

C-Lipschitz. Then by density and the fact that uniform limits commute with integrals, for

any L-definable predicate ψ(x; y), we can define a LE-definable predicate Eψ(y) interpreted

as
∫
Sx(M)

ψ(x; y) dµ.

Lemma 4.2.4 (Generalizes [Sim15, Prop 7.5]). Let µ ∈ Mx(U) be a global measure, (bi :

i < ω) an indiscernible sequence. Let φ(x; y) be a formula, and let 0 < s < r be such that

∫
Sx(U)

(φ(x; bi)) dµ ≥ r

for all i < ω. Then the partial type {φ(x; bi) ≥ s : i < ω} is consistent.

Proof. We can use Ramsey and compactness to extract an LE-indiscernible in an elementary

extension of (M ;µ) satisfying the EM-type of (bi : i < ω). In particular, for every formula

ψ(x; y1, . . . , yn) (not just the restricted ones),
∫
Sx(M ′)

ψ(x; bi1 , . . . , bin) dµ′ takes the same

value for all i1 < · · · < in ∈ N. Thus we can assume that the sequence (bi : i < ω) was

already indiscernible in this extended language.

Assume for contradiction that {φ(x; bi) ≥ s : i < ω} is inconsistent. Thus for some N ,

N

min
i=0

(
φ(x; bi)−̇s

)
= 0

indentically, and in particular,

∫
Sx(M)

N

min
i=0

(
φ(x; bi)−̇s

)
dµ = 0.

Let N be the minimal such value, and let t =
∫
Sx(M)

minN−1
i=0

(
φ(x; bi)−̇s

)
dµ′. Note that

t > 0, as

t =

∫
Sx(M)

N−1

min
i=0

(
φ(x; bi)−̇s

)
dµ′ ≥

∫
Sx(M)

φ(x; b0) dµ′ − s = r − s > 0.
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Then define

ψk(x) =
N−1

min
i=0

(
φ(x; bi)−̇s

)
,

and observe that

min(ψ0(x), ψ1(x)) =
2N−1

min
i=0

(
φ(x; bi)−̇s

)
≤

N

min
i=0

(
φ(x; bi)−̇s

)
= 0,

so by indiscernibility, for all i < j,
∫
Sx(M)

min(ψi(x), ψj(x)) dµ = 0.

Thus for any indices i1 < · · · < im,

∫
Sx(M)

max
1≤j≤m

ψij(x) dµ =

∫
Sx(M)

m∑
j=1

ψij(x) dµ = mt

and for m > 1
t
, this gives

∫
Sx(M)

max1≤j≤m ψij(x) dµ′ > 1, a contradiction because we can

bound max1≤j≤m ψij(x) ≤ 1.

Definition 4.2.5. For any measure µ ∈Mx(A), define Sµ(x) to be the partial type consisting

of all closed A-conditions with µ-measure 1. We also define S(µ) ⊆ Sx(A) to be the set of

all types satisfying Sµ(x), we call this the support of µ.

Clearly the intersection of finitely many closed conditions in Sµ(x) has µ-measure 1, so

any finite subtype of Sµ(x) is satisfiable.

Lemma 4.2.6. Assume that T is NIP. Let A ⊂ U be such that U is |A|+-saturated, let

Mx(U) be an A-invariant measure, and p(x) ∈ S(µ). Then p is A-invariant, meaning that

for any formula φ(x; y), and any b, b′ ∈ U with b ≡A b′, (φ(x; b) = φ(x; b′)) ∈ p(x).

Proof. Let p(x) ∈ S(µ) and let φ(x; y) be an A-formula. Then for any b ≡A b′, by A-

invariance,
∫
Sx(U)

φ(x; b) dµ =
∫
Sx(U)

φ(x; b′) dµ. Assume p(x) is not A-invariant. Then there

exist b ≡A b′ with (φ(x; b) = φ(x; b′)) 6∈ p(x). Then without loss of generality, there is some

142



ε > 0 with φ(x; b) = φ(x; b′) + ε ∈ p(x). Meanwhile,
∫
Sx(U)

φ(x; b) dµ =
∫
Sx(U)

φ(x; b′) dµ. We

will show that
∫
Sx(U)

|φ(x; b)− φ(x; b′)| dµ = 0.

Assume for contradiction that
∫
Sx(U)

|φ(x; b)−φ(x; b′)| dµ = ε > 0. Then because b ≡A b′,

we may find an A-indiscernible sequence (bi : i < ω) with b0 = b, b1 = b′. For all i, we have

b2ib2i+1 ≡A bb′, and by invariance of µ,
∫
Sx(U)

|φ(x; b2i) − φ(x; b2i+1)| dµ =
∫
Sx(U)

|φ(x; b) −

φ(x; b′)| dµ = ε. Thus by Lemma 4.2.4, the partial type
{
|φ(x; b2i)− φ(x; b2i+1)| ≥ ε

2
: i < ω

}
is consistent. This contradicts NIP.

4.2.1 (Borel) Definable Measures and the Morley Product

Lemma 4.2.7. Let µ ∈ Mx(U) be A-(Borel) definable, and let A ⊆ B ⊆ U . Then µ is

A-(Borel) definable if and only if µ is B-(Borel) definable. In particular, if either holds, µ

is C-(Borel) definable whenever µ is C-invariant.

Proof. The proof is essentially the same as the version for discrete logic (see [Gan20, Propo-

sition 2.22] [CGH23a, Corollary 2.2]).

The map πB,A : Sx(B) → Sx(A) given by πB,A(p) = p|A is continuous, surjective, and

closed[BBH08, Prop. 8.11], and F φ
µ,B = F φ

µ,A ◦πB,A. These properties of πB,A imply that F φ
µ,A

is continuous/Borel if and only if F φ
µ,A◦πB,A is. Most of these implications are straightforward,

but it is nontrivial that F φ
µ,B being Borel implies F φ

µ,A is as well.

Borel definable measures are important largely because they are the measures for which

we can define the Morley product of Keisler measures.

Definition 4.2.8. Given an A-Borel definable measure µ and a global measure ν, let fµ⊗ν

be the Keisler functional defined by

fµ⊗ν(φ(x; y)) =

∫
Sy(A′)

F φ
µ,A′(y) dν|A′
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where φ(x; y) is a formula, and A′ contains A and the parameters of φ. Let µ ⊗ ν be the

corresponding Keisler measure, so that

∫
Sxy(U)

φ(x; y) d(µ⊗ ν) =

∫
Sy(A′)

F φ
µ,A′ dν|A′

for all formulas φ(x; y) with parameters in A′ ⊃ A.

First we check that this definition does not depend on the choice of A′. It is enough

to see that if A′ is enlarged to B ⊃ A′, that the value will not change. In this case, if

π : Sy(B) → Sy(A
′) is the projection map, then it is easy to see that ν|A′ is equal to the

pushforward measure π∗ν|B. Also, F φ
µ,A′ = F φ

µ,A′ ◦ π. Thus

∫
Sy(A′)

F φ
µ,A′(y) dν|A′ =

∫
Sy(B)

F φ
µ,A′(y) ◦ π dν|B =

∫
Sy(B)

F φ
µ,B(y), dν|B.

This indeed defines a valid Keisler functional, as it is clearly linear and

fµ⊗ν(1) =

∫
Sy(A)

F 1
µ,A dν|A = 1.

It is also easy to see that if µ is A-Borel definable and ν is A-invariant, then µ ⊗ ν is also

A-invariant. Also, we see that for any A such that µ is A-Borel definable and the parameters

of φ(x; y) are contained in A, the value of
∫
Sy(U)

φ(x; y) d(µ⊗ ν) depends only on ν|A.

Lemma 4.2.9 (Generalizing [CG20, Prop. 2.6]). If µ ∈Mx(U), ν ∈My(U), λ ∈Mz(U) are

M-definable measures, then µ⊗ ν is M-definable, and (µ⊗ ν)⊗ λ = µ⊗ (ν ⊗ λ).

Proof. First we will show that µ⊗ν is definable by showing that for all formulas φ(x, y; z) ∈

L(M), the function F
φ(x,y;z)
µ⊗ν : Sz(M)→ [0, 1] is continuous. We can see that

F
φ(x,y;z)
µ⊗ν =

∫
Sxy(M)

φ(x, y; z) d(µ⊗ ν) =

∫
Sy(M)

(∫
Sx(M)

φ(x, y; z) dµ

)
dν.
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As µ is definable, the function F
φ(x;y,z)
µ,M =

∫
Sx(M)

φ(x; y, z) dµ is continuous, and is thus

a definable predicate on (y, z). Thus as ν is definable,
∫
Sy(M)

(∫
Sx(M)

φ(x, y; z) dµ
)
dν is

continuous as desired.

Now to verify associativity, it is enough to show that for all formulas φ(x, y, z) ∈ L(M),∫
φ(x, y, z) d((µ⊗ ν)⊗λ) =

∫
φ(x, y, z) d(µ⊗ (ν⊗λ)). We can see this in the simple-looking

calculation

∫
Sxyz(M)

φ(x, y, z) d((µ⊗ ν)⊗ λ) =

∫
Sz(M)

(∫
Sxy(M)

φ(x, y, z) d(µ⊗ ν)

)
dλ

=

∫
Sz(M)

(∫
Sy(M)

(∫
Sx(M)

φ(x, y, z) dµ

)
dν

)
dλ

=

∫
Syz(M)

(∫
Sx(M)

φ(x, y, z) dµ

)
d(ν ⊗ λ)

=

∫
φ(x, y, z) d(µ⊗ (ν ⊗ λ)).

These equations are justified by the definition of the Morley product, together with the fact

that all the functions being integrated are continuous, and thus are definable predicates.

This continuity follows from the definability of µ, ν, µ⊗ ν.

It will also be useful to generalize some of the behavior of continuous functions with

respect to Morley products of definable measures to characteristic functions of open sets.

Lemma 4.2.10 (Generalizing [CGH23a, Prop. 2.17]). If µ ∈ Mx(U) is A-definable, then

for any open set U ⊆ Sxy(A), the function
∫
Sx(A)

χU(x, y) dµ is itself Borel, and for any

ν ∈My(U),

∫
Sy(A)

∫
Sx(A)

χU(x, y) dµ dν =

∫
Sxy(A)

χU(x, y) dµ⊗ ν = (µ⊗ ν)(U).

Proof. Fix µ and U . Let F be the set of all continuous functions f : Sxy(A)→ [0, 1] such that

f ≤ χU pointwise (in other words, the support of f is contained in U). The set F is a directed
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partial order (with pointwise ≤), and thus the function f 7→
∫
Sx(A)

f(x, y) dµ with domain

F is an increasing net of continuous functions. We can show that the pointwise limit of this

net is
∫
Sx(A)

χU(x, y) dµ. As for all functions f ∈ F ,
∫
Sx(A)

f(x, y) dµ ≤
∫
Sx(A)

χU(x, y) dµ,

and the net is increasing, it suffices to show that for each q ∈ Sy(A) with b � q and each

ε > 0, there is some f ∈ F with f(q) ≥
∫
Sx(A)

χU(x, b) dµ − ε. Let C ⊆ Sx(A) be a closed

subset of the open fiber Ub = {p ∈ Sx(A) : (a, b) ∈ U for a � p} with µ(C) ≥ µ(Ub) − ε.

Let C ′ ⊆ Sxy(A) be the closed set {tp(a, b/A) : tp(a/A) ∈ C}. By Urysohn’s lemma, there

is a continuous function f with support contained in U with value 1 on all of C ′. Thus

f ≤ χU(x, y), and

∫
Sx(A)

f(x, b) dµ ≥ µ(C) ≥ µ(Ub)− ε =

∫
Sx(A)

χU(x, y) dµ− ε,

so f is the function we desired.

By the monotone convergence theorem for nets ([RS80, Theorem IV.15]), the pointwise

limit of an increasing net of uniformly bounded continuous functions is Borel, and its integral

relative to a regular Borel measure such as ν is the limit of the integrals of the functions in

the net. Thus
∫
Sx(A)

χU(x, y) dµ is Borel, and

∫
Sy(A)

∫
Sx(A)

χU(x, y) dµ dν = lim
f∈F

∫
Sy(A)

∫
Sx(A)

f(x, y) dµ dν.

By the definition of the Morley product,

lim
f∈F

∫
Sy(A)

∫
Sx(A)

f(x, y) dµ dν = lim
f∈F

∫
Sxy(A)

f(x, y) dµ⊗ ν,

and once again using Urysohn’s lemma, it is straightforward to find f ∈ F with

∫
Sxy(A)

f(x, y) dµ⊗ ν ≥ (µ⊗ ν)(U)− ε
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for each ε, so this limit is (µ⊗ ν)(U).

4.2.2 Approximately Realizable Measures

We provide another characterization of approximately realized measures, which justifies the

name:

Lemma 4.2.11. Let µ ∈Mx(U) be a global measure.

Then µ is approximately realized in A if and only if the following holds:

For every predicate φ(x) with parameters in U , if φ(a) = 0 for all a ∈ Ax, then∫
Sx(U)

φ(x) dµ = 0.

Proof. First, we show that this holds for all approximately realized measures.

Assume φ(x) is a predicate such that for all a ∈ Ax, φ(a) = 0.

Let ν be a convex combination of Dirac measures at types of points in A - specifically, let

ν =
∑n

i=1 λiδai , where δai is the Dirac measure at the type realized by ai ∈ A, and λi ≥ 0,∑n
i=1 λn = 1. Then

∫
Sx(U)

φ(x) dν =
∑n

i=1 λiφ(ai) = 0.

We then recall that ν 7→
∫
Sx(U)

φ(x) dν is continuous, so as this continuous function takes

the value 0 everywhere in a set, it must take the value 0 everywhere in its closure - the set

of approximately realized measures.

Now we will show that any measure with this property is approximately realized in A.

Assume µ is not approximately realized in A, and we will find some predicate φ(x) such that

φ(a) = 0 for all a ∈ Ax, but 0 <
∫
Sx(U)

φ(x) dµ.

Because µ is not approximately realized in A, µ is contained in an open set that does not

contain any convex combinations of Dirac measures of types realized in A. We may assume

that the open set is basic - a finite intersection of sets of the form {ν : r <
∫
Sx(U)

φ(x) dν < s}

where r < s and φ(x) is a formula with parameters. By potentially replacing φ(x) with

1 − φ(x), we may assume that this set is an intersection of sets of the form {ν : r <
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∫
Sx(U)

φ(x) dν}, and by replacing φ(x) with φ(x)−̇r, we can replace these with sets of the

form {ν : 0 <
∫
Sx(U)

φ(x) dν}. Thus assume there are formulas φ1, . . . , φn such that for each

i, 0 <
∫
Sx(U)

φi(x) dµ, but for each convex combination ν of Dirac measures at types realized

in A,
∫
Sx(U)

φi(x) dν = 0 for some i. We wish to show that for some i, φi(a) = 0 for all

a ∈ Ax. If not, then for each i, let ai ∈ Ax be such that φi(ai) > 0. Then let ν = 1
n

∑n
i=1 δai ,

and note that
∫
Sx(U)

φi(x) dν = 1
n

∑n
i=1 φi(ai) > 0, a contradiction.

We also note that all approximately realized measures are invariant:

Lemma 4.2.12. The set of A-invariant measures is closed in Mx(U), and all measures

approximately realized in A are A-invariant.

Proof. The set of A-invariant measures is

⋂
φ(x;y), a≡Ab

{
µ :

∫
Sx(U)

φ(x; a) dµ =

∫
Sx(U)

φ(x; a) dµ

}

. As for each predicate φ(x; y) and each a ∈ U , the function µ 7→
∫
Sx(U)

φ(x; a) dµ is

continuous, each set in this intersection is closed, so the intersection itself is.

The set of approximately realized measures is the topological closure of the convex hull

of the Dirac measures at types of points in A. It is clear that the type of a point in A is

A-invariant, and that a convex combination of A-invariant measures is A-invariant. This is

thus the closure of a set of A-invariant measures, which must then be contained in the closed

set of A-invariant measures.

The choice of model does not matter for defining approximately realized measures, as

long as they are invariant.

Lemma 4.2.13. Let µ be a measure approximately realized/dfs in A, and invariant over a

small model M . Then µ is approximately realized/dfs in M .
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Proof. The result for dfs will follow from the result for approximate realization, as it holds for

definability by Lemma 4.2.7. Now assume µ is approximately realized in A and M -invariant.

Let N be a measure extending A ∪M . Then clearly µ is approximately realized in N .

Approximately realized measures are also closed under Morley products:

Lemma 4.2.14. Let µ ∈Mx(U) and ν ∈My(U) be approximately realized in A. Then µ⊗ν

is as well.

Proof. Let us use the characterization from Lemma 4.2.11. It suffices to show that for every

predicate φ(x; y) with parameters from U , if
∫
Sxy(U)

φ(x; y) dµ ⊗ ν > 0, then φ(a; b) > 0 for

some ab ∈ Axy.

If
∫
Sxy(U)

φ(x; y) dµ⊗ ν =
∫
Sy(U)

F φ
µ (y) dν > 0, then as ν is approximately realized, there

is some b ∈ Ay such that F φ
µ (b) > 0. Thus

∫
Sx(U)

φ(x; b) dµ > 0, so as µ is approximately

realized, there is some a ∈ Ax with φ(a; b) > 0.

4.2.3 Extensions and Orthogonality

In order to understand extensions of Keisler measures to larger sets of parameters, let us

focus on the positive linear functional perspective, and apply a specialized version of Hahn-

Banach.

First, we observe that for any model M , the space C(Sx(M),R) is an ordered vector

space, with positive cone C consisting of all f ∈ C(Sx(M),R) such that f(x) ≥ 0 always.

We can view it as an ordered topological vector space by giving it the `∞-norm. Note that

this means the interior points of the positive cone C are exactly the functions f such that

infp∈Sx(M) f(p) > 0. As the functions in this space have a compact domain Sx(M), these are

all the strictly positive functions.

By the following fact, it is clear that every positive linear functional on C(Sx(M),R), and

thus every Keisler functional, is continuous with respect to the `∞-norm.
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Fact 4.2.15 ([SW99, Theorem 5.5]). Let E be an ordered topological vector space with pos-

itive cone C, such that C has nonempty interior. Then every positive linear form on E is

continuous.

We can combine that conclusion with this fact, guaranteeing continuous positive exten-

sions of continuous positive linear functionals defined on subspaces.

Fact 4.2.16 ([SW99, Corollary 2 of Theorem 5.4]). Let E be an ordered topological vector

space with positive cone C, and suppose that V is a vector subspace of E such that C ∩ V

contains an interior point of C. Then every continuous, positive linear form on V can be

extended to E, preserving continuity and positivity.

Corollary 4.2.17. Let V be a vector subspace of C(Sx(M),R), containing the constant

functions, and f : V → R a positive linear functional with f(1) = 1. Then f can be extended

to a Keisler functional in Mx(M).

Proof. We see that V contains an interior point of C, namely the constant function 1. Thus

V , as a subspace of C(Sx(M),R), is an ordered topological vector space whose positive cone

has nonempty interior, so by Fact 4.2.15, f is continuous. Thus also by Fact 4.2.16, f has

an extension to all of C(Sx(M),R), which is positive, and is thus a Keisler functional, as

f(1) = 1.

Lemma 4.2.18. Let V be a vector subspace of C(Sx(M),R), containing the constant func-

tions, and f : V → R a positive linear functional with f(1) = 1. Let φ(x) ∈ C(Sx(M),R).

Then the set of possible values f̂(φ) where f̂ is a Keisler functional extending f is exactly

the interval [
sup

ψ∈V :ψ≤φ
f(ψ), inf

ψ∈V :ψ≥φ
f(ψ)

]
.

Proof. First, we note that if f̂ is a Keisler functional extension of f , then f̂(φ) must be in

that interval, because for any ψ ∈ V : ψ ≤ φ, we have f(ψ) = f̂(ψ) ≤ f̂(φ), and similarly

for any ψ ∈ V : ψ ≥ φ, we have f(ψ) = f̂(ψ) ≥ f̂(φ).
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Now fix r ∈
[
supψ∈V :ψ≤φ f(ψ), infψ∈V :ψ≥φ f(ψ)

]
. Then we define fφ on the vector subspace

V + Rφ by fφ(θ + aφ) = f(θ) + ar for all θ ∈ V and a ∈ R. This is clearly an extension of

f if φ 6∈ V , and if φ ∈ V , then our conditions already guarantee r = f(φ), so fφ = f . It

suffices to show that fφ is positive, as Corollary 4.2.17 will then guarantee that f̂ extends to

a Keisler functional, which has f̂(φ) = fφ(φ) = r.

To show that fφ is positive, consider θ ∈ V and a ∈ R such that θ + aφ is always

nonnegative. Then we must show that fφ(θ+aφ) = f(θ)+ar is always nonnegative. If a = 0,

this is guaranteed by the positivity of f . If a is positive, we need to check that r ≥ −a−1f(θ).

This is true because for each x, θ(x) + aφ(x) ≥ 0, so −a−1θ(x) ≤ φ(x). Thus f(−a−1θ) ≤

supψ∈V :ψ≤φ f(ψ) ≤ r. Similarly, if a is negative, then f(−a−1θ) ≥ infψ∈V :ψ≥φ f(ψ) ≥ r, so

f(θ) + ar ≥ 0.

Our first application of Lemma 4.2.18 is extending Keisler measures to larger parameter

sets.

Corollary 4.2.19. Let M ⊆ N be models, let µ ∈Mx(M), and let φ(x) be an N-definable

predicate. Then for r ∈ [0, 1], there is a Keisler measure ν ∈Mx(N) extending µ such that

φ(x) = r if and only if

sup
ψ:ψ≤φ

f(ψ) ≤ r ≤ inf
ψ:ψ≥φ

f(ψ)

where the sup and inf are over M-definable predicates ψ(x).

Proof. This follows from applying Lemma 4.2.18 to the image of C(Sx(M),R) in C(Sx(N),R).

Our second will be an application to product measures, which will require generalizing a

few more basic definitions to continuous logic.

Definition 4.2.20. Let x1, . . . , xn be variable tuples, with x = (x1, . . . , xn). If µi ∈Mxi(M)

is a family of Keisler measures, then we use the notation µ1 × · · · × µn to denote the partial
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Keisler “measure” (actually a functional) defined by

∫
Sx(M)

n∏
i=1

ψi(xi; b) dµ1 × · · · × µn =
n∏
i=1

∫
Sxi (M)

ψi(xi; b) dµi

whenever ψi(xi; y) are formulae (or definable predicates) and b ∈My.

A measure µ ∈Mx(M) is a product measure of µi ∈Mxi(M) when it extends µ1×· · ·×µn.

The measures µi ∈Mxi(M) are weakly orthogonal when they have a unique product measure.

If M = U , we say that they are orthogonal.

Note that unlike with types, if µ ∈Mxy(M) is a measure, and µ|x, µ|y are the restrictions

to the appropriate variables, then µ need not be a product measure of µ|x and µ|y.

Corollary 4.2.21. Let x1, . . . , xn be variable tuples, and let µi ∈ Mxi(M) for each i. The

measures µi are weakly orthogonal if and only if for every M-definable predicate φ(x1, . . . , xn)

and every ε > 0, there exist M-definable predicates ψ−(x1, . . . , xn), ψ+(x1, . . . , xn), where

ψ±(x1, . . . , xn) are each of the form
∑m

j=1

∏n
i=1 θ

±
ij(xi), such that

• For all (x1, . . . , xn), ψ−(x1, . . . , xn) ≤ φ(x1, . . . , xn) ≤ ψ+(x1, . . . , xn).

• For any product measure ω of µ1, . . . , µn,
∫
Sx1...xn (M)

(ψ+ − ψ−) dω ≤ ε.

Proof. First, we assume the measures are weakly orthogonal. Let x = x1 . . . xn. Then

consider the vector subspace V of C(Sx(M),R) spanned by products
∏n

i=1 ψi(xi) where each

ψi(xi) ∈ C(Sxi(M),R). Define a positive linear functional f on V so that

f

(
n∏
i=1

ψi(xi)

)
=

n∏
i=1

∫
Sxi (M)

ψi(xi) dµi.

Any positive linear extension of this to C(Sx(M),R) gives rise to a product measure in

Mx(M), but we know that this is unique.
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Fix φ(x) and ε > 0. By Lemma 4.2.18 and the uniqueness of the extension of f , we know

that
[
supψ∈V :ψ≤φ f(ψ) = infψ∈V :ψ≥φ f(ψ)

]
, so choose ψ−(x), ψ+(x) ∈ V such that ψ−(x) ≤

φ(x) ≤ ψ+(x) and f(ψ+ − ψ−) ≤ ε. Then
∫
Sx(M)

(ψ+ − ψ−) dω = f(ψ+ − ψ−) ≤ ε.

Now assume that the result holds, and we will show the measures are weakly orthogonal.

If ω1, ω2 ∈ Mx(M) are measures extending µ1 × · · · × µn, and φ(x1, . . . , xn) is a definable

predicate, then for every ε > 0, we may find ψ± as above. We see that
∫
Sx1...xn (M)

ψ± dω1 =∫
Sx1...xn (M)

ψ± dω2, so the integrals
∫
Sx1...xn (M)

φ dωj for j = 1, 2 must lie in the interval

[∫
Sx1...xn (M)

ψ− dω1,

∫
Sx1...xn (M)

ψ+ dω1

]

of width at most ε. Thus
∫
Sx1...xn (M)

φ dω1 =
∫
Sx1...xn (M)

φ dω2, and the measures are weakly

orthogonal.

We will show that weak orthogonality is preserved under localization to a positive-

measure Borel set or positive-integral function. Let µ ∈Mx(M) be a Keisler measure, and

let φ : Sx(M)→ [0, 1] be Borel with
∫
Sx(M)

φ(x) dµ > 0. Then the localization µφ ∈Mx(M)

is the measure given by

∫
Sx(M)

ψ(x) dµφ =

∫
Sx(M)

φ(x)ψ(x) dµ∫
Sx(M)

φ(x) dµ
.

If φ is the characteristic function of a Borel set X ⊆ Sx(M), we may also call the localization

µX .

Lemma 4.2.22. Let µi ∈ Mxi(M) for 1 ≤ i ≤ n be weakly orthogonal, and θi : Sxi(M) →

[0, 1] be Borel with
∫
Sxi (M)

θi(xi) dµi > 0. Then the measures (µi)θi are weakly orthogonal

also.

Proof. For readability, let Ai =
∫
Sxi (M)

θi(xi) dµi for 1 ≤ i ≤ n, and let A =
∏n

i=1Ai. Let

ω be the unique extension of µ1 × · · · × µn. If θ(x1, . . . , xn) =
∏n

i=1 θi(xi), then ωθ extends
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(µ1)θ1 × · · · × (µn)θn . Suppose that ν also extends (µ1)θ1 × · · · × (µn)θn . Then we define a

measure ν ′ on any M -definable predicate φ(x1, . . . , xn) by

∫
Sx1...xn (M)

φ(x1, . . . , xn) dν ′

=A

∫
Sx1...xn (M)

φ(x1, . . . , xn) dν +

∫
Sx1...xn (M)

φ(x1, . . . , xn)(1− θ(x1, . . . , xn)) dω.

If for 1 ≤ i ≤ n, ψi(xi) is an M -definable predicate, then

∫
Sx1...xn (M)

n∏
i=1

ψi(xi) dν
′

=A

∫
Sx1...xn (M)

n∏
i=1

ψi(xi) dν
′ +

∫
Sx1...xn (M)

(
n∏
i=1

ψi(xi)−
n∏
i=1

ψi(xi)θi(xi)

)
dω

=A
n∏
i=1

1

Ai

∫
Sxi (M)

ψi(xi)θi(xi) dν +
n∏
i=1

∫
Sxi (M)

ψi(xi) dµi −
n∏
i=1

∫
Sxi (M)

ψi(xi)θi(xi) dµi

=
n∏
i=1

ψi(xi) dµi,

so ν ′ extends µ1 × · · · × µn, and thus equals ω.

Thus for any φ,

A

∫
Sx1...xn (M)

φ(x1, . . . , xn) dν =

∫
Sx1...xn (M)

φ(x1, . . . , xn)θ(x1, . . . , xn) dω,

so ν = ωθ, showing the uniqueness of extensions of (µ1)θ1×· · ·×(µn)θn and weak orthogonality

of the localizations.

4.2.4 Smooth Measures

In this subsection, we will update to the continuous setting several results about smooth

measures that do not require NIP, and then the important result that in an NIP theory, all

measures over models have smooth extensions.
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The most important characterization of smooth measures is the following lemma, anal-

ogous to [Sim15, Lemma 7.8]. This result was already known by James Hanson, but we

provide a proof here for completeness.

Lemma 4.2.23. Let µ ∈ Mx(U) be a global measure. Then µ is smooth over M if and

only if for every definable predicate φ(x; y) with parameters in M , and ε > 0, there are open

conditions Ui(y) and definable predicates ψ+
i (x), ψ−i (x) with parameters in M for i = 1, . . . , n

such that

• U1(y), . . . , Un(y) cover Sy(M)

• For all 1 ≤ i ≤ n, if � Ui(b), then ∀x, ψ−i (x) ≤ φ(x; b) ≤ ψ+
i (x).

• For all 1 ≤ i ≤ n,
∫
Sx(U)

ψ+
i (x)− ψ−i (x) dµ < ε.

Proof. Assume that µ satisfies these requirements, and fix an M -definable predicate φ(x; y).

We will show that for all b ∈ Uy, the value of
∫
Sx(U)

φ(x; b) dν =
∫
Sx(U)

φ(x; b) dµ is deter-

mined for all global measures ν extending µ|M . Specifically, for every ε > 0, we show that

|
∫
Sx(U)

φ(x; b) dν −
∫
Sx(U)

φ(x; b) dµ| ≤ ε. There must be some i such that � Ui(b). Thus

ψ−i (x) ≤ φ(x; b) ≤ ψ+
i (x), so

∫
Sx(M)

ψ−i (x) dµ|M ≤
∫
Sx(U)

φ(x; b) dν ≤
∫
Sx(M)

ψ+
i (x) dµ|M ,

and
∫
Sx(U)

φ(x; b) dµ lies in that same interval of width at most ε. Thus their difference is at

most ε.

Now assume that µ is smooth over M . For every b ∈ Uy, we will find ψ−b , ψ
+
b such that

∀x, ψ−b (x) ≤ φ(x; b) ≤ ψ+
b (x), and

∫
Sx(U)

ψ+
b (x)−ψ−b dµ < ε. We will then apply compactness.

By smoothness, for any global extension ν of µ|M , the integral
∫
Sx(U)

φ(x; b) dν has the

same value, namely
∫
Sx(U)

φ(x; b) dν =
∫
Sx(U)

φ(x; b) dµ. Thus by Corollary 4.2.19, we must
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have

sup
ψ:ψ≤φ

∫
Sx(M)

ψ(x) dµ|M =

∫
Sx(U)

φ(x; b) dµ = inf
ψ:ψ≥φ

∫
Sx(M)

ψ(x) dµ|M ,

where as above, ψ(x) ranges over M -definable predicates. Thus there exist ψ−b (x) and

ψ+
b (x) with ψ−b (x) ≤ φ(x; b) ≤ ψ+

b (x) and
∫
Sx(U)

φ(x; b) dµ −
∫
Sx(M)

ψ−b (x) dµ < ε
2

and∫
Sx(M)

ψ+
b (x) dµ −

∫
Sx(U)

φ(x; b) dµ < ε
2
. Thus

∫
Sx(M)

ψ+
b (x) dµ −

∫
Sx(M)

ψ−b (x) dµ < ε as

desired.

For the compactness argument, it will be simpler to assume that φ(x; y) only takes

values in the open interval (0, 1). We will prove the result for those φ first, and then make

a correction for all φ. For any b ∈ Uy, by adding a very small amount to ψ+
b (x) and ψ−b (x),

we can guarantee that at every point ψ−b (x) < φ(x; b) < ψ+
b (x), while still ensuring that∫

Sx(M)
ψ+
b (x) dµ −

∫
Sx(M)

ψ−b (x) dµ < ε. By the compactness of Sx(M), there is some δ > 0

such that infx∈Sx(M) ψ
+
b (x)−φ(x; b) > δ and infx∈Sx(M) φ(x; b)−ψ−b (x) > δ. Thus there is an

open subset Ub(y) of Sy(M), containing the type of b, defined by infx∈Sx(M) ψ
+
b (x)−φ(x; y) >

δ and infx∈Sx(M) φ(x; y) − ψ−b (x) > δ, such that ψ−b (x) < φ(x; y) < ψ+
b (x) at every point

satisfying Ub(y). Let U1(y), . . . , Un(y) be a finite subcover of these, with Ui(y) = Ubi(y).

Then taking ψ±i (x) = ψ±bi(x), we have the desired result.

Now for the correction. If φ(x; y) is any M -definable predicate, possibly taking the values

0 or 1, we apply the result to the predicate φ(x; y)′ = 1
2
φ(x; y)+ 1

4
, whose range is bounded to[

1
4
, 3

4

]
, finding open conditions Ui(y) and definable predicates ψ+′

i (x), ψ−
′

i (x) with parameters

in M for i = 1, . . . , n such that

• U1(y), . . . , Un(y) cover Sy(M)

• For all 1 ≤ i ≤ n, if � Ui(b), then ∀x, ψ−′i (x) ≤ φ′(x; b) ≤ ψ+′

i (x).

• For all 1 ≤ i ≤ n,
∫
Sx(U)

ψ+′

i (x)− ψ−′i dµ < ε
2
.

By taking ψ±i (x) = min(max(2ψ±
′

i (x) − 1
2
, 0), 1), we find that for all 1 ≤ i ≤ n, if � Ui(b),

then ∀x, ψ−i (x) ≤ φ(x; b) ≤ ψ+
i (x), and

∫
Sx(U)

ψ+
i (x)− ψ−i dµ < ε.
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In the analogous characterization from discrete logic, the conditions U1(y), . . . , Un(y)

can be chosen to be disjoint. By taking Boolean combinations, we can enforce disjointness

and end up with a Borel partition. In other applications, it will be more convenient to

replace the open cover with a partition of unity using [And23b, Fact 3.3.5]. Using that

fact, we can choose the open conditions Ui(y) to each be the support of some ui(y), with

∀y, u1(y) + · · ·+ un(y) = 1.

This allows us to characterize smooth measures in terms of weak orthogonality.

Lemma 4.2.24. Let µ ∈Mx(U) be a global measure, and let M ⊂ U be small. The following

are equivalent:

• µ is smooth over M

• µ|M is weakly orthogonal to all types p(y) ∈ Sy(M)

• µ|M is weakly orthogonal to all measures ν(y) ∈My(M).

Proof. Clearly if µ|M is weakly orthogonal to all measures over M , then it is weakly orthog-

onal to all types over M .

Assume that µ|M is weakly orthogonal to all types p(y) ∈ Sy(M). Then fix a formula

φ(x; y), and b ∈ Uy. As µ|M is weakly orthogonal to tp(b/M), there is a unique measure ω ∈

Mxy(M) extending µ|M×tp(b/M), so for any µ′ extending µ|M and c � tp(b/M), the measure

λ ∈ Mx(M) given by
∫
Sxy(M)

φ(x; y) dλ =
∫
Sx(U)

φ(x; b) dµ′ equals ω, so
∫
Sx(U)

φ(x; b) dµ′ is

uniquely determined, from which we can conclude that µ is smooth over M .

Now assume that µ is smooth over M , and let ν ∈ My(M) be another measure. We

will show that µ|M is weakly orthogonal to ν. Let λ ∈ Mxy(M) extend µ|M × ν and fix

an M -definable predicate φ(x; y) and ε > 0. Let ui(y), ψ+
i (x), ψ−i (x) for 1 ≤ i ≤ n be

definable predicates as given by Lemma 4.2.23, with the uis forming a partition of unity as
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in the remarks following that lemma. Then we see that ∀x,∀y,
∑n

i=1 ψ
−
i (x)ui(y) ≤ φ(x; y) ≤∑n

i=1 ψ
+
i (x)ui(y). These bounds together with the separated amalgam property tell us that

∫
Sxy(U)

φ(x; y) dλ ≤
n∑
i=1

∫
Sxy(U)

ψ+
i (x)ui(y) dλ =

n∑
i=1

∫
Sx(U)

ψ+
i (x) dµ|M

∫
Sy(U)

ui(y) dν,

and that
n∑
i=1

∫
Sx(U)

ψ−i (x) dµ|M
∫
Sy(U)

ui(y) dν ≤
∫
Sxy(U)

φ(x; y) dλ.

This places
∫
Sxy(U)

φ(x; y) dλ in an interval not depending on λ, of width

n∑
i=1

∫
Sx(U)

ψ+
i (x) dµ|M

∫
Sy(U)

ui(y) dν −
n∑
i=1

∫
Sx(U)

ψ−i (x) dµ|M
∫
Sy(U)

ui(y) dν ≤ ε,

which determines
∫
Sxy(U)

φ(x; y) dλ uniquely as ε was arbitrary.

Corollary 4.2.25 (Generalizes [HPS13, Corollary 2.5]). Let µ ∈ Mx(U) be smooth over a

model M , and let ν ∈My(U) be Borel-definable over M . Then µ⊗ ν = ν ⊗ µ.

Proof. Both µ ⊗ ν and ν ⊗ µ are separated amalgams of µ and ν, thus by Lemma 4.2.24,

they are equal.

Smooth measures are also preserved under localization to a positive-measure Borel set or

positive-integral function.

Corollary 4.2.26. Let µ ∈Mx(U) be a smooth measure and let θ : Sx(M)→ [0, 1] be Borel

with
∫
Sx(M)

θ(x) dµ > 0. Then the measures µθ is weakly orthogonal also.

Proof. By Lemma 4.2.24, µ is smooth if and only if it is weakly orthogonal to all global

types, and by Lemma 4.2.22, µθ is also weakly orthogonal to all global types.

Lemma 4.2.27 (Generalizes [Sim15, Lemma 7.17(i)]). Let µ ∈Mx(U) be a global measure

smooth over M . Then µ is dfs over M .
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Proof. First we show that µ is approximately realized in M . By Lemma 4.2.11, it suffices

to show that for any φ(x; b), if
∫
Sx(U)

φ(x; b) dµ > 0, then for some a ∈ Mx, φ(a; b) > 0.

Assume
∫
Sx(U)

φ(x; b) dµ > ε > 0. Then by Lemma 4.2.23, there are ψ−(x), ψ+(x) such that

∀x, ψ−(x) ≤ φ(x; b) ≤ ψ+(x), and
∫
Sx(U)

ψ+
i (x)− ψ−i dµ < ε. Thus

ε <

∫
Sx(U)

φ(x; b) dµ ≤
∫
Sx(U)

ψ+
i dµ <

∫
Sx(U)

ψ−i dµ+ ε,

so ψ−(x) must take a positive value at some a ∈ Ux. By elementary equivalence, it must

also take a positive value at some a′ ∈ Ux, where we have 0 < ψ−(a′) ≤ φ(a′; b).

Now we show that µ is definable over M . Specifically, we fix φ(x; y), and wish to show

that F φ
µ,A is continuous, by showing that if r < s, the set {p ∈ Sy(A) : r < F φ

µ,A(p) < s}

is open. Let p ∈ Sy(A) be such that r < F φ(µ,A)(p) < s, and let b � p. Fix 0 < ε <

min(s − F φ(µ,A)(p), F φ(µ,A)(p) − r). By Lemma 4.2.23, there is an open condition U(y)

such that � U(b), and ψ−(x), ψ+(x) such that
∫
Sx(A)

ψ+(x) − ψ−(x) dµ < ε and for all b′

with � U(b′), ∀x, ψi(x) ≤ φ(x; b′) ≤ ψ+(x). We will show that for all q ∈ Sy(A) in the open

neighborhood defined by U(y), r < F φ(µ,A)(q) < s.

We have F φ(µ,A)(p) =
∫
Sx(U)

φ(x; b) dµ, so

r < F φ(µ,A)(p)− ε

≤
∫
Sx(U)

ψ−(x) dµ

≤ F φ(µ,A)(p)

≤
∫
Sx(U)

φ+(x) dµ

≤ F φ(µ,A)(p) + ε < s.

Now let q ∈ Sy(A) in the open neighborhood defined by U(y), and let b′ � q. Then � U(b′),
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and thus

r <

∫
Sx(U)

ψ−(x) dµ ≤
∫
Sx(U)

φ(x; b′) dµ ≤
∫
Sx(U)

φ+(x) dµ < s,

so F φ(µ,A)(q) =
∫
Sx(U)

φ(x; b′) dµ is in (r, s).

Now we note that the choice of small model is not critical when defining smoothness.

Lemma 4.2.28. [Generalizing [Sim15, Lemma 7.17]] Let µ ∈ Mx(U) be smooth over M ,

and invariant over another small model N . Then µ is smooth over N also.

Proof. We may assume that N � M , as otherwise we may replace M with an elementary

extension of N containing M ∪N .

Fix ε > 0, an N -definable predicate φ(x; y), and p ∈ Sy(M). Then by smoothness, µ|M

and p are weakly orthogonal, so there exist definable predicates ψ−(x, y, z), ψ+(x, y, z), where

ψ±(x, y, z) are each of the form
∑m

j=1 θ
±
1j(x)θ±2j(y)θ±3j(z), and some c ∈M z, such that for all

a, b ∈ M z, ψ−(a, b, c) ≤ φ(a, b) ≤ ψ+(a, b, c) and for all b satisfying p,
∫
Sx(M)

(ψ+(x; b) −

ψ−(x; b)) dµ < ε.

Then c satisfies infx,y(ψ
−(x, y, z)−̇φ(x, y)) < ε and infx,y(φ(x, y)−̇ψ+(x, y, z)) < ε, both

open conditions in z which have parameters only in N .

As µ is definable over M and invariant over N , it is also definable over N , so it is also

an open condition with parameters in N that Fψ+

µ,N(p|N , z)−Fψ−

µ,N(p|N , z) < ε, and this open

condition also applies to c.

The conjunction of all of these open conditions is an open condition, so as such a c realizes

it in M , there is some c′ realizing it in N . Thus letting χ−(x, y, c′) = ψ−(x, y, c′) − ε and

χ+(x, y, c′) = ψ+(x, y, c′) + ε, we see that for all a ∈ N z, χ−(a, b, c′) ≤ φ(a, b) ≤ χ+(a, b, c′),

while F χ+

µ,N(p|N , c′)−F χ−

µ,N(p|N , c′) < 3ε, showing that µ|N and p|N are weakly orthogonal, so

by the generality of p, µ is smooth over N .
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Lemma 4.2.29 (Generalizes [CG21, Corollary 1.3]). Let µ ∈ Mx(U) and ν ∈ My(U) be

smooth over a model M , Then µ⊗ ν is smooth over M .

Proof. It suffices to show that if λ|M = (µ⊗ν)|M , then λ = µ⊗ν. As (µ⊗ν)|M is a separated

amalgam of µ, ν and µ and ν are smooth, by Lemma 4.2.24 it suffices to show that λ is as

well.

Let φ(x), ψ(y) be formulas (with parameters), and fix ε > 0. We will show that

∣∣∣∣∣
∫
Sxy(U)

φ(x)ψ(y) dλ−
∫
Sx(U)

φ(x) dµ

∫
Sy(U)

ψ(y) dν

∣∣∣∣∣
<

(∫
Sx(U)

φ(x) dµ+

∫
Sy(U)

ψ(y) dν

)
ε+ ε2,

which will show that λ is a separated amalgam, as ε is arbitrary. By Lemma 4.2.23, there

are formulas θ−(x), θ+(x), χ−(y), χ+(y) with parameters from M such that

• ∀x, θ−(x) ≤ φ(x) ≤ θ+(x)

• ∀y, χ−(y) ≤ ψ(y) ≤ χ+(y)

•
∫
Sx(U)

θ+(x)− θ−(x) dµ < ε

•
∫
Sy(U)

χ+(y)− χ−(y) dν < ε.

We will explicitly prove the upper bound on
∫
Sxy(U)

φ(x)ψ(y) dλ, the lower bound will follow

by the same logic. Using the fact that λ|M = (µ⊗ ν)|M , we see that

∫
Sxy(U)

φ(x)ψ(y) dλ ≤
∫
Sxy(U)

θ+(x)χ+(y) dλ

=

∫
Sxy(U)

θ+(x)χ+(y) d(µ⊗ ν)

=

∫
Sx(U)

θ+(x) dµ

∫
Sy(U)

χ+(y) dν.
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We now note that
∫
Sx(U)

θ+(x) dµ <
∫
Sx(U)

φ(x) dµ+ε and
∫
Sy(U)

χ+(y) dν <
∫
Sy(U)

ψ(y) dν+ε,

and these inequalities give us the desired upper bound.

We now assume NIP, and see that every Keisler measure over a model admits a smooth

extension.

Lemma 4.2.30 (Generalizes [Kei87, 3.26]). Every Keisler measure µ ∈Mx(M) over a small

model M admits a smooth extension over some M � N .

Proof. Assume for contradiction that µ has no smooth extensions. Then we inductively build

a chain of extensions of measures indexed by the ordinal |L|+.

That is, we will construct ((Mα, µα) : α < |L|+), with (M0, µ0) = (M,µ) and for each

α < β, Mα ⊆ Mβ and µα = µβ|Mα . At limit stages, we can take a union of the models and

the measures, so we can just define the successor steps. Let (Mα, µα) be defined. As µα

extends µ, it is not smooth, so let µ+, µ− be two distinct global extensions of µα. As they

are distinct, there is some formula φα(x; bα) with φα ∈ Fxy such that
∫
Sx(U)

φα(x; bα) dµ+ ≥∫
Sx(U)

φα(x; bα) dµ− + εα for some εα > 0. We let Mα+1 be a model containing Mα and bα,

and let µα+1 =
(

1
2

(µ+ + µ−)
)
|Mα+1 . We then see that for any θ(x) with parameters in Mα,

as
∫
Sx(U)

θ(x) dµ+ =
∫
Sx(U)

θ(x) dµ−,

∫
Sx(U)

|θ(x)− φα(x; bα)| dµ+ +

∫
Sx(U)

|θ(x)− φα(x; bα)| dµ−

≥
∣∣∣∣∫
Sx(U)

θ(x)− φα(x; bα) dµ+

∣∣∣∣+

∣∣∣∣∫
Sx(U)

θ(x)− φα(x; bα) dµ−
∣∣∣∣

≥
∣∣∣∣∫
Sx(U)

φα(x; bα) dµ+ −
∫
Sx(U)

φα(x; bα) dµ−
∣∣∣∣

≥εα.

Thus either
∫
Sx(U)

|θ(x)− φα(x; bα)| dµ+ ≥ εα
2

or
∫
Sx(U)

|θ(x)− φα(x; bα)| dµ− ≥ εα
2

, so

∫
Sx(Mα+1)

|θ(x)− φα(x; bα)| dµα+1 ≥
εα
4
.
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We may assume that each εα is rational. Then by an infinite pigeonhole principle, and

the fact that there are at most |L| choices of (φα, εα), we can restrict to a subsequence of the

same length such that φα and εα are constant. We call these constant values simply φ and

ε. Thus if we let M ′ be the union of all the models and µ′ be the union of all the measures

in our new sequence, have an infinite sequence (bα : α < |L|+) such that for all α < β,

∫
Sx(M ′)

|φ(x; bα)− φ(x; bβ)| dµ′ ≥ ε.

Now using the same Ramsey and compactness argument as in the proof of Lemma 4.2.4,

we extract an LE-indiscernible sequence with the same EM-type as (bα : α < |L|+). Call this

indiscernible (b′i : i < ω), and let (M∗;µ∗) be an elementary extension of (M ′;µ′) containing

it.

Then in particular, for all i < ω,

∫
Sx(M∗)

|φ(x; b′2i)− φ(x; b′2i+1)| dµ∗ ≥ ε.

so by Lemma 4.2.4, the partial type {|φ(x; b′2i) − φ(x; b′2i+1)| ≥ ε
2

: i < ω} is consistent. As

(b′i : i < ω) is indiscernible, this contradicts NIP.

We can now use smooth extensions to prove that the Morley product is associative in an

NIP context.

Lemma 4.2.31. Assume T is NIP. Let µ ∈ Mx(U), ν ∈ My(U), λ ∈ Mz(U) be M-Borel

definable, with µ⊗ ν also M-Borel definable. Then (µ⊗ ν)⊗ λ = µ⊗ (ν ⊗ λ).

Proof. The proof in [CG21, Section 3.1] suffices, as we have proven all of the ingredients

of that proof still hold in the case of metric structures. Specifically, it only requires the

following tools,
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• associativity of the Morley product for smooth (or just definable) measures (Lemma

4.2.9)

• the existence of smooth extensions (Lemma 4.2.30)

• the fact that the Morley product of smooth measures is smooth (Lemma 4.2.29)

• the fact that if µ is A-invariant, (µ⊗ ν)|A depends only on ν|A

all of which we have established in continuous logic.

4.3 Generically Stable Measures

In this section, we will obtain a continuous version of [HPS13, Theorem 3.2], which charac-

terize generically stable measures in NIP theories. We will prove the following properties are

equivalent, and we will call any measure satisfying them generically stable. We then show

how to find generically stable measures in metric structures using ultraproducts or averaging

indiscernible segments.

Theorem 4.3.1. Assume T is NIP. For any small model M ⊆ U , if µ is a global M-invariant

measure, the following are equivalent:

1. µ is fim over M

2. µ is fam over M

3. µ is dfs over M

4. µ(x)⊗ µ(y) = µ(y)⊗ µ(x)

5. µ(ω)(x0, x1, . . . )|M is totally indiscernible.

Once we have this equivalence, we can see that by Lemma 4.2.27, smooth measures are

generically stable in NIP.
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Several of these implications follow without the NIP assumption:

Lemma 4.3.2. For any small model M ⊆ U , if µ is a global M-invariant measure, then

each property implies the next:

1. µ is fim over M

2. µ is fam over M

3. µ is dfs over M

Proof. 1 =⇒ 2 follows by definition.

2 =⇒ 3: assume µ is fam over M . First we check that µ is approximately realized in

M , which will imply that µ is M -invariant. Fix ε > 0 and φ(x; b) such that
∫
φ(x) dµ < ε.

As µ is fam, there exists some 1
2
(ε −

∫
φ(x; b) dµ)-approximation (a1, . . . , an) ∈ (Mx)n for

φ(x; b) with respect to µ. Thus |Av(a1, . . . , an;φ(x; b)) −
∫
φ(x; b) dµ)| ≤ 1

2
(ε −

∫
φ(x) dµ),

from which we conclude that Av(a1, . . . , an;φ(x; b)) < ε. This means that for at least one

ai, � φ(ai; b) < ε.

Now we check definability. Fix ϕ(x; y) ∈ L. Then for each ε > 0, there is a tuple ā such

that |F φ
µ,M(y) − F φ

Av(ā),M(y)| < ε for all y. Thus if (ān : n ∈ ω) is a sequence of tuples with

|F φ
µ,M(y) − F φ

Av(ān),M(y)| < 2−n, then limn→∞ F
φ
Av(ān),M(y) = F φ

µ,M(y) is a uniform limit of

continuous functions, which is thus continuous.

For the rest of this subsection, we will assume T is NIP.

The following lemma shows that if µ is dfs over M , then µ commutes with itself.

Lemma 4.3.3 (Generalizing [Sim15, Prop. 2.26]). Let µ ∈ Mx(U), ν ∈ My(U), with µ

M-definable and ν approximately realized in M . Then µ⊗ ν = ν ⊗ µ.

Proof. We take the general approach to this from [CGH23a].
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First, we assume that ν is the Dirac measure of a type realized by some tuple b in M .

Then we see that for any φ(x; y), F φ∗
ν (x) = φ(x; b), so

∫
Sxy(U)

φ(x; y) dµ⊗ ν =

∫
Sy(U)

F φ
µ (y) dν

=F φ
µ (b)

=

∫
Sx(U)

φ(x; b) dµ

=

∫
Sxy(U)

φ(x; y) dν ⊗ µ

Then we see that if we take a convex combination of measures that commute with µ, they

will also commute with ν, as convex combinations commute with integration. Thus ν is the

limit of a net of measures that commute with µ, call these (νi : i ∈ I) for a directed set I.

Now let φ(x; y) be a formula with parameters. By enlarging M if necessary, we may

assume that M contains all the parameters of φ, as µ will still be M -definable and ν still

approximately realized in M . By Lemma 4.2.30, let µ̂ be a global smooth extension of µ|M .

We now see that

∫
Sxy(U)

φ(x; y) dµ⊗ ν = lim
i∈I

∫
Sxy(U)

φ(x; y) dµ⊗ νi

= lim
i∈I

∫
Sxy(U)

φ(x; y) dνi ⊗ µ

= lim
i∈I

∫
Sxy(U)

φ(x; y) dνi ⊗ µ̂

= lim
i∈I

∫
Sxy(U)

φ(x; y) dµ̂⊗ νi

=

∫
Sxy(U)

φ(x; y) dµ̂⊗ ν

=

∫
Sxy(U)

φ(x; y) dν ⊗ µ̂

=

∫
Sxy(U)

φ(x; y) dν ⊗ µ.
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The first and fifth equations are justified by the fact that for any definable µ′, the map ν ′ 7→∫
Sxy(U)

φ(x; y) dµ′ ⊗ ν ′ is continuous. This is true as
∫
Sxy(U)

φ(x; y) dµ′ ⊗ ν ′ =
∫
Sy(U)

F φ
µ′ dν

′,

and by the definition of the topology of Mx(U), the integral of a continuous predicate is

continuous as a function on the space of measures.

The third and seventh equations are justified by the fact that for any A-invariant µ, ν ′,

(ν ′ ⊗ µ′)|A only depends on µ′|A. The second follows from our observation that the νis

commute with µ, and the fourth and sixth follow from Corollary 4.2.25.

The total indiscernibility of µ(ω)(x0, x1, x2, . . . ) follows from the associativity of the Mor-

ley product in NIP combined with Lemma 4.3.3,

We now work towards showing that the indiscernibility of µ(ω)(x0, x1, x2, . . . ) implies

fim, following [HPS13, Theorem 3.2]. We will assume that µ is a measure such that

µ(ω)(x0, x1, x2, . . . ) is well-defined. That is, we can recursively define µ(n)(x0, x1, . . . , xn−1),

and each time it will be M -Borel definable. At the moment, we know that this is true if µ

is M -definable.

For the following lemmas, we will need some more notation, following [Sim15, Section

7.5]. If φ(x; y) is a formula and n ∈ N, define the formula

fφn (x̄, x̄′) = sup
y
|Av(x1, . . . , xn;φ(x; y))− Av(x′1, . . . , x

′
n;φ(x; y))|.

Lemma 4.3.4 (Generalizes [Sim15, Lemma 7.24]). Let φ(x; y) be a formula. Then for any

n, any Keisler measure µ ∈Mx(M) with µ(2n) totally indiscernible, and any ε > 0,

µ(2n)
(
fφn (x̄, x̄′) > ε

)
≤ 4Nφ(x;y),ε/4(n) exp

(
−nε

2

32

)
.

Proof. Let R = {−1, 1}n. We claim that

µ(2n)(fφn (x̄, x̄′) > ε) ≤ 1

2n−1

∑
σ∈R

µ(n)

({
x̄ : sup

y

1

n

∣∣∣∣∣
n∑
i=1

σiφ(xi; y)

∣∣∣∣∣ > ε

2

})
.
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By definition, we have

µ(2n)(fφn (x̄, x̄′) > ε) = µ

(
sup
y

1

n

∣∣∣∣∣
n∑
i=1

(φ(xi; y)− φ(x′i; y))

∣∣∣∣∣ > ε

)
,

and by symmetry, this equals

1

2n

∑
σ∈R

µ2n

(
sup
y

1

n

∣∣∣∣∣
n∑
i=1

σi(φ(xi; y)− φ(x′i; y))

∣∣∣∣∣ > ε

)

≤ 1

2n

∑
σ∈R

µ2n

(
sup
y

1

n

∣∣∣∣∣
n∑
i=1

σiφ(xi; y)

∣∣∣∣∣ > ε

2
or sup

y

1

n

∣∣∣∣∣
n∑
i=1

σiφ(x′i; y)

∣∣∣∣∣ > ε

2

)

≤ 1

2n−1

∑
σ∈R

µn

(
sup
y

1

n

∣∣∣∣∣
n∑
i=1

σiφ(xi; y)

∣∣∣∣∣ > ε

2

)

where in the last inequality we use symmetry and a union bound, proving the claim.

For any vector c̄ ∈ [0, 1]n, and δ > 0, let R(c̄, δ) be the set of vectors σ ∈ R such that

1
n
|σ · c̄| > δ. For each ā ∈ (Mx)n, let φ(ā; y) = (φ(a1; y), . . . , φ(an; y)). We will bound

|
⋃
y R(φ(ā; y), ε

2
)|. If we show that this is at most 2n−1 · 4Nφ(x;y),ε/4(n) exp

(
−nε2

32

)
, then the

lemma follows.

We first observe that for δ, δ′ and vectors c̄, c̄′ ∈ [0, 1]n, if |c̄ − c̄′|∞ < δ′, then R(c̄, δ) ⊆

R(c̄′, δ − δ′). To see this, let σ ∈ R(c̄, δ), that is, 1
n
|σ · c̄| > δ, so

1

n
|σ · c̄′| > 1

n
(|σ · c̄| − |σ · (c̄− c̄′)|) ≥ δ − |c̄− c̄′|∞ ≥ δ − δ′.

For any given ā ∈ Xn, there exists a set C ⊂ [0, 1]n of size Nφ(x;y),ε/4(n) such that for

every b ∈ Uy, there is c̄ ∈ Cn such that |φ(ā; b)− c̄|∞ ≤ ε
4
, and thus R(φ(ā; b), ε

2
) ⊆ R(c̄, ε

4
).

Thus
⋃
b∈Uy R(φ(ā; b), ε

2
) ⊆

⋃
c̄∈C R(c̄, ε

4
), and

∣∣∣∣∣ ⋃
b∈Uy

R(φ(ā; y),
ε

2
)

∣∣∣∣∣ ≤ |C|max
c̄∈C

∣∣∣R(c̄, ε
4

)∣∣∣ ≤ Nφ(x;y),ε/4(n) max
c̄∈C

∣∣∣R(c̄, ε
4

)∣∣∣ .
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For each individual vector c̄, we can think of 1
2n

∣∣R (c̄, ε
4

)∣∣ probabilistically. If σ is chosen

uniformly at random from R, then this is Pσ[ 1
n
|σ · c̄| > ε

4
]. As σ · c̄ =

∑
i σici is the sum

of n independent random variables of mean 0 supported on [− 1
n
, 1
n
], we can apply Hoeffd-

ing’s inequality to find that Pσ[ 1
n
|σ · c̄| > ε

4
] ≤ 2 exp

(
−nε2

32

)
. Thus |

⋃
b∈Uy R(φ(ā; b), ε

2
)| ≤

2nNφ(x;y),ε/4(n)
(

2 exp
(
−nε2

32

))
, as desired.

Lemma 4.3.5 (See [Sim15, Proposition 7.26]). Let φ(x; y) be a formula. Let any n, ε > 0

be such that n ≥ 9
2ε2

and Nφ(x;y),ε/12(n)exp
(
−nε2

96

)
< 1

8
.

Then for any Keisler measure µ ∈ Mx(M) with µ(2n)|M totally indiscernible, there is a

formula θn,ε(x1, . . . , xn) with parameters in M such that

• Any ā ∈ (Ux)n satisfying θn,ε(ā) = 0 is a ε-approximation to φ(x; y) with respect to µ.

• µ(n)(θn,ε(x1, . . . , xn)) ≥ 1− 8Nφ(x;y),ε/12(n) exp
(
−nε2

96

)
Proof. Let θ′n,ε(x1, . . . , xn, x

′
1, . . . , x

′
n) = fφn (x1, . . . , xn, x

′
1, . . . , x

′
n)−̇ ε

3
.

Then by Lemma 4.3.4, µ(2n)(θ′n,ε) ≥ 1 − 4Nφ(x;y),ε/12(n)exp
(
−nε2

96

)
. Thus there exists

ā′ ∈ (Ux)n such that µ(n)(θ′n,ε(x1, . . . , xn; ā′)) ≥ 1− 4Nφ(x;y),ε/12(n)exp
(
−nε2

96

)
> 1

2
. Then let

θn,ε = θ′n,ε(x̄; ā′).

It now suffices to show that for all ā satisfying θ′n,ε(ā; ā′) = 0, and any b ∈ Uy, ā is a ε-

approximation to φ(x; b) with respect to µ. Fix b, and let ζn(x1, . . . , xn) = |Av(x1, . . . , xn)−

Eµ[φ(x; b)]|−̇ ε
3
. By the weak law of large numbers, as the functions φ(xi; b) are [0, 1]-valued

i.i.d. random variables with respect to µ, µ(n)(ζn = 0) ≥ 1 − 1
4n(ε/3)2

= 1 − 9
4nε2

. Thus as

n ≥ 9
2ε2

, we have µ(n)(ζn) ≥ 1
2
. As µ(n)(θn,ε = 0) > 1

2
also, µ(n)(θn,ε ∧ ζn = 0) > 0, so let

ā∗ be such that � θn,ε(ā
∗) = 0 and ζn(ā∗) = 0. Thus |Av(ā′) − Eµ[φ(x; b)]| ≤ |Av(ā′) −

Av(ā∗)| + |Av(ā∗) − Eµ[φ(x; b)]| ≤ 2ε
3

. Thus if ā is such that � θ′n,ε(ā; ā′) = 0, we also have

|Av(ā)− Eµ[φ(x; b)]| ≤ ε.

Theorem 4.3.6 (Generalizes [Sim15, Proposition 7.26], [ABC97, Lemma 3.3]). Any Keisler

measure µ ∈Mx(U) with µ(ω)|M totally indiscernible is fim over M .
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Proof. Let φ(x; y) be a formula. By [And23b, Lemma 3.4.12], for all ε > 0, there exist C, k

such that Nφ(x;y),ε/12(n) ≤ Cnk for all n ≥ 2. Thus we have

lim
n→∞

Nφ(x;y),ε/12(n)exp

(
−nε

2

96

)
≤ lim

n→∞
nkexp

(
−nε

2

96

)
= 0.

Thus for each m ∈ N, we can let nm ∈ N be such that nm ≥ 9
2
m2 and nkexp

(
− n

96m2

)
< 1

8m
.

Then for each n ∈ N, let θn(x1, . . . , xn) = θn,1/mn(x1, . . . , xn), where mn ∈ N is the

greatest natural number such that nmn ≤ n. Then by Lemma 4.3.5, any ā ∈ (Ux)n satisfying

θn,1/mn(ā) = 0 is a 1
mn

-approximation to φ(x; y) with respect to µ, and

µ(n)(θn(x1, . . . , xn)) ≥ 1− 8Nφ(x;y),1/(12mn)(n) exp

(
− n

96m2
n

)
≥ 1− 1

mn

.

Now it suffices to show that limn→∞mn =∞. This is true as for each m, if n ≥ nm, then

mn ≥ m.

Corollary 4.3.7. If vcε/12(φ(x; y)) ≤ d, and µ ∈ Mx(U) is such that µ(ω)|M is totally

indiscernible, then φ(x; y) admits a ε-approximation of size at most O( d
ε2

ln d
ε
) with respect

to µ.

Proof. It suffices to find n such that n ≥ 9
2ε2

and Nφ(x;y),ε/12(n)exp
(
−nε2

96

)
< 1

8
. Then by

Lemma 4.3.5, there is a positive-measure (with respect to µ(n)) set of ε-approximations of

size n to φ(x; y) with respect to µ.

Let C be the constant depending on d, ε such that Nφ(x;y),ε/12(n) ≤ nC lnn = eC ln2 n,

according to [And23b, Fact 3.2.18].

Lemma 4.3.8. If µ ∈Mx(U) is dfs over M , then it is fim over M .

Proof. Let µ be dfs. We know by Lemma 4.3.3 that µ(x) ⊗ µ(y) = µ(y) ⊗ µ(x). By

definability of µ and Lemma 4.2.9, we know that µ(ω)(x0, . . . , xn−1)|M is well-defined, and

by commutativity, it is totally indiscernible. Thus by Theorem 4.3.6, µ is fim over M .
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In particular, smooth measures are fim, so any measure admits a fim extension, from

which we can show that every measure is locally approximated by types in its support.

Lemma 4.3.9. Let µ ∈Mx(M) be a Keisler measure, φ(x; y) a definable predicate, ε > 0.

There are types p1, . . . , pn ∈ S(µ) such that for every b ∈My,

∣∣∣∣∫
Sx(M)

φ(x; b) dµ− Av(p1, . . . , pn;φ(x; b))

∣∣∣∣ ≤ ε.

Proof. Let ν ∈ Mx(N) be a fim extension of µ, with M � N . Then for every φ(x; y),

there is some closed N -condition θ(x1, . . . , xn) with ν(n)(θ(x1, . . . , xn)) > 1
2
, such that any

(a1, . . . , an) with � θ(a1, . . . , an) is a ε-approximation to φ(x; y) with respect to µ.

We claim that there are some a1, . . . , an such that for each i, tp(ai/M) ∈ S(µ) and

� θ(a1, . . . , an). Then we can let p1, . . . , pn be the types of a1, . . . , an over M . To do that, we

just have to show that any finite set of closed conditions in {θn(x1, . . . , xn)} ∪
⋃n
i=1 Sµ(xi) is

satisfiable, where Sµ(xi) is the partial type indicating that tp(xi/M) ∈ S(µ), consisting of

all closed M -conditions with positive µ-measure. As ν is an extension of µ, the ν(n)-measure

of the intersection of the finite set is at least ν(θn(x1, . . . , xn)) > 1
2
. Thus this finite partial

type is satisfiable.

Finally we are able to show that assuming NIP, every M -invariant measure is M -Borel

definable, simplifying many of our earlier results. This was originally shown for classical

logic in [HP11] using a VC-Theorem argument.

Lemma 4.3.10. Let µ ∈Mx(U) be M-invariant. Then µ is M-Borel definable.

Proof. Let φ(x; y) be a definable predicate. For every ε > 0, we will find a Borel function

fε : Sy(U) → [0, 1] such that |F φ
µ,M − fε(y)| ≤ ε. Then F φ

µ,M is a uniform limit of Borel

functions, and as Borel functions are closed under even pointwise limits, F φ
µ,M is Borel.
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By Lemma 4.3.9, there are types p1, . . . , pn ∈ S(µ) such that for every b ∈My,

∣∣∣∣∫
Sx(M)

φ(x; b) dµ− Av(p1, . . . , pn;φ(x; b))

∣∣∣∣ ≤ ε.

Let fε(y) = Av(p1, . . . , pn;φ(x; b)). As each pi isM -invariant by Lemma 4.2.6, and an average

of Borel functions is Borel, it is enough to show that the Dirac measure of an invariant type

is Borel-definable.

Let p be an M -invariant type. It suffices to show that for each r > 0, the set {q : φ(x; b) <

r ∈ p(x) for b � q} is Borel.

Fix b ∈ U , ε > 0. By NIP, there is some maximal N such that there is (ai : i ≤ N) �

p(N)(x)|M with |φ(ai; b) − φ(ai+1; b)| ≥ ε for 0 ≤ i < N . By the maximality of N , we see

that |φ(p; b)− φ(aN ; b)| < ε.

Now let AN,ε(y) indicate the set in Sy(M) such that there exist a0, . . . , aN satisfying

p(N)|M such that |φ(ai; y) − φ(ai+1; y)| ≥ ε for all i < N , and φ(aN ; y) ≤ r − ε. This set is

closed, as by saturation, this holds if and only if for each closed condition χ(x0, . . . , xn) =

0 ∈ p(N)|M ,

inf
x0,...,xn

max

(
χ(x0, . . . , xn), φ(aN ; y)−̇(r − ε),max

i<N

(
ε−̇ |φ(ai; y)− φ(ai+1; y)|

))
= 0

holds.

Let BN,ε(y) be the weaker condition that there exist a0, . . . , aN satisfying p(N)|M such that

|φ(ai; y)− φ(ai+1; y)| ≥ ε for all i < N . Then by NIP, for every ε > 0, every b ∈ Uy, there is

some N such that BN,ε(b) holds, but BN+1,ε(b) does not. If in addition, p � φ(x; b) < r− 2ε,

then we know that AN,ε(b) holds, as in any maximal sequence a0, . . . , aN witnessing BN,ε(b),

we have |φ(p; b) − φ(aN ; b)| < ε, so φ(aN ; b) < r − ε. Also, if b is such that AN,ε(y) holds

but BN+1,ε(b) does not, then p � φ(x; b) < r, as in any witness sequence a0, . . . , aN , we have

|φ(p; b) − φ(aN ; b)| < ε and φ(aN ; b) < r − ε. Thus {q : φ(x; b) < r ∈ p(x) for b � q} =
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⋃
N,m∈N

(
AN,1/m(y) \BN+1,1/m(y)

)
, which is a countable union of boolean combinations of

closed sets, and is thus Borel.

We can also use the indiscernibility of µ(ω) to prove a version of [And23b, Theorem 3.2.25]

with respect to generically stable measures:

Theorem 4.3.11. For any ε > 0, d ∈ N, 0 ≤ r < s ≤ 1, there is N = Or,s(dε
−1 log ε−1)

such that if φ(x; y) is a definable predicate with vcr′,s′(φ(x; y)) ≤ d for some r < r′ < s′ < s,

and µ ∈Mx(M) is generically stable, then there is an ε-net A for the fuzzy set system φM
y

r,s

with respect to µ with |A| ≤ N .

Proof. This proof generalizes the argument by Haussler and Welzl used in [Mat02, Theorem

10.2.4].

Fix ε > 0, d, φ(x; y) a formula, and µ ∈Mx(M) generically stable. Let r′, s′ be such that

that r < r′ < s′ < s and vcr′,s′(φ(x; y)) ≤ d.

Let N = Cdε log(ε−1), with C to be determined later.

We will define an open set E0 ⊆ SN(M) such that for every tuple (a1, . . . , aN) that is

not a ε-net, tp(a1, . . . , aN/M) ∈ E0. Then we will find conditions on N that guarantee

µ(N)(E0) < 1, implying that there exists some (a1, . . . , aN) with tp(a1, . . . , aN/M) 6∈ E0,

which must therefore be a ε-net.

For b ∈My, let E0,b ⊆ SN(M) be
⋂N
i=1{φ(xi; b) < r′}, and let E0 =

⋃
b∈M,µ(φ(x;b)≥s)≥εE0,b.

We see that each E0,b is open, and thus E0 is open. (The purpose of using < r′ instead of

≤ r is to guarantee measurability of E0.) If (a1, . . . , aN) is not a ε-net, then there exists

some b ∈ My such that µ(φ(x; b) ≥ s) ≥ ε and for all 1 ≤ i ≤ N , φ(ai; b) ≤ r < r′, so

tp(a1, . . . , aN/M) ∈ E0,b ⊆ E0.

Now define E1,b ⊆ S2N(M) be the (open) event that for all 1 ≤ i ≤ N , φ(xi; b) < r′, and

for at least k = dNε
2
e values of 1 ≤ i ≤ N , φ(xN+i; b) > s′, and let E1 be

⋃
b∈M,µ(φ(x;b)≥s)≥εE1,b.
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We wish to show that µ(N)(E0) ≤ 2µ(2N)(E1) and that µ(2N)(E1) > 1
2
.

In order to show that µ(N)(E0) ≤ 2µ(2N)(E1), we will split up the tuple of variables

(x1, . . . , x2N) into x̄ = (x1, . . . , xN) and x̄′ = (xN+1, . . . , x2N), and look at conditional proba-

bility. By Lemma 4.2.10, as E1 is open, the function defined by µ(N)(E1|p) := µ
(N)
x̄′ ((ā, x̄′) ∈

E1) where ā � p is Borel, and µ(2N)(E1) =
∫
µ(N)(E1|p) d(µ(N)). Thus it suffices to show

that for all p, χE0(p) ≤ 2µN(E1|p), where χE0 is the characteristic function of E0.

Fix p ∈ SN(M) and ā � p with ā = (a1, . . . , aN). If p 6∈ E0, then for all q ∈ S2N(M)

extending p, q 6∈ E1, so χE0(p) = 0 ≤ 0 = 2µN(E1|p).

Now assume p ∈ E0, and let b be such that p ∈ E0,b. Let Ii for 1 ≤ i ≤ N be the

indicator random variables (on S2N(M)) for φ(xN+i; b) > s′, and I = I1 + · · · + IN . We

have that µ(N)(E1|p) = µ(N)({I ≥ k}|p). The Iis are i.i.d. random variables, equalling 1

with probability µ({φ(x; b) > s′}) ≥ ε. By a standard Chernoff tail bound for binomial

distributions, we have that µ(N)({I ≥ k}|p) ≥ 1
2

= 1
2
χE0(p). Thus in general, µ(N)(E0) ≤

2µ(2N)(E1).

To show that µ(2N)(E1) < 1
2
, we will instead condition on the multiset {x1, . . . , x2N}.

Given a tuple ā = (a1, . . . , a2N) and a permutation σ of {1, . . . , 2N}, let σ(ā) refer to

(aσ(1), . . . , aσ(2N)). To formally condition on the multiset {x1, . . . , x2N}, we will show that

for every tuple ā, Pσ[σ(ā) ∈ E1] > 1
2
, where σ is a permutation on {1, . . . , 2N} selected

uniformly at random. This probability is calculated as

Pσ[σ(ā) ∈ E1] =
1

n!

∑
σ

χE1(σ(ā)),

and we also see that because µ(ω)|M is totally indiscernible, for any σ we have

∫
S2N (M)

χE1(x̄)µ(2N) =

∫
S2N (M)

χE1(σ(x̄))µ(2N).
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Thus we see that

µ(2N)(E1) =

∫
S2N (M)

χE1(x̄)µ(2N)

=
1

n!

∑
σ

∫
S2N (M)

χE1(x̄)µ(2N)

=
1

n!

∑
σ

∫
S2N (M)

χE1(σ(x̄))µ(2N)

=

∫
S2N (M)

1

n!

∑
σ

χE1(σ(x̄))µ(2N)

=

∫
S2N (M)

Pσ[(σ(x̄)) ∈ E1]µ(2N)

<
1

2

finishing the reduction.

We now fix ā and work with finite probability, selecting a random permutation σ of the

variables in ā.

Let F be the fuzzy set system on {1, . . . , 2N} consisting of the fuzzy sets Sb for b ∈My

where Sb+ = {i : φ(ai; b) > s′} and Sb− = {i : φ(ai; b) < r′}. By [And23b, Lemma 3.2.6],

there is a strong disambiguation F ′ for F of size |F ′| = (2N)O(d log(2N)), or as we will prefer

later, there is C ′ such that |F ′| ≤ (2N)C
′(d log(2N)). Recall that this means that for all b ∈My,

there is some S ∈ F ′ with {i : φ(ai; b) > s′} ⊆ S and {i : φ(ai; b) < r′} ∩ S = ∅. Given a set

S ∈ F ′, let ES be the event that {σ(1), . . . , σ(N)}∩S = ∅ and |{σ(N+1), . . . , σ(2N)}\S| ≥

k. We see that if σ(ā) ∈ E1, then there is some b with σ(ā) ∈ E1,b. There is also some

S ∈ F ′ with {i : φ(ai; b) > s′} ⊆ S and {i : φ(ai; b) < r′} ∩ S = ∅, so ES occurs. Thus

Pσ[σ(ā) ∈ E1] ≤
∑

S∈F ′ Pσ[ES]. For each S, if |S| < k, then Pσ[ES] = 0, but if |S| ≥ k,

then Pσ[ES] is the probability that when a permutation σ is selected uniformly at random,
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{σ(1), . . . , σ(N)} ∩ S = ∅. This is at most

(
2N−|D∩S′|

N

)(
2N
N

) ≤
(

2N−k
N

)(
2N
N

) ≤ (1− k

2N

)N
≤ e−(k/2N)N = εCd/4.

Now we bound Pσ[σ(ā) ∈ E1]:

Pσ[σ(ā) ∈ E1] ≤
∑
S∈F ′

Pσ[ES]

≤ |F′|ε−Cd/4

≤ (2N)C
′(d log(2N))εCd/4

=
(

(2Cdε−1 log ε−1)C
′(log(2Cdε−1 log ε−1))εC/4

)d
While this expression is somewhat complicated, it is still clear that an increasing quasipoly-

nomial function of C times a decreasing exponential of C will limit to 0, so for large enough

C, we find that Pσ[σ(ā) ∈ E1] < 1
2
.

4.3.1 Ultraproducts

In this subsection, we recall the definition of the ultraproduct of a family of Keisler measures

from discrete logic. See for instance [Sim15, Page 98]. Let I be an index set, (Mi : i ∈ I) a

family of models, (µi : i ∈ I) a family of Keisler measures in Mx(Mi), and U an ultrafilter

on I. By [ai : i ∈ I], if ai ∈Mx
i for each i, we denote the equivalence class of (ai : i ∈ I), as

an element of the sort over the ultraproduct (
∏

U Mi)
x.

Definition 4.3.12. Then we define the ultraproduct
∏

U µi to be the Keisler measure in

Mx(
∏

U Mi) such that for all φ(x; y), and all b = [bi : i ∈ I] ∈ (
∏

U Mi)
y, we have

∫
φ(x; b) d

∏
U

µi = lim
U

∫
φ(x; bi) dµi,
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where limU is the ultralimit, defined as the values lie in a compact subset of R.

Lemma 4.3.13 (See [Sim16, Corollary 1.3]). Assume NIP. If (µi : i ∈ I) is a sequence of

generically stable measures and U an ultrafilter, then
∏

U µi is generically stable.

Proof. Let φ(x, y, z) be a formula, and fix ε > 0 and c = [ci : i ∈ I] ∈
∏

U Mi. We will show

that
∏

U µi is fam by finding an ε-approximation to the family {φ(x, b; c) : b ∈ (
∏

U Mi)
y}.

First we observe that by Lemma 4.3.5, as each µi is generically stable, there is some

n depending only on φ(x, y, z) and ε such that for each i, there exists an ε-approximation

(a1
i , . . . , a

n
i ) to {φ(x, bi; ci) : bi ∈My

i }.

Now for 1 ≤ j ≤ n, let aj = [aji : i ∈ I]. We claim that (a1, . . . , an) is a ε-approximation to

{φ(x, b; c) : b ∈ (
∏

U Mi)
y}. Fix b = [bi : i ∈ I] (

∏
U Mi)

y. Then |Av(a1
i , . . . , a

n
i ;φ(x; bi, ci))−∫

Sx(Mi)
φ(x; bi, ci) dµi| ≤ ε.

By the definition of an ultraproduct, we know that

Av(a1, . . . , an;φ(x; b, c)) = lim
U

Av(a1
i , . . . , a

n
i ;φ(x; bi, ci))

and ∫
Sx(

∏
U Mi)

φ(x; b, c) d
∏
U

µi = lim
U

∫
Sx(Mi)

φ(x; bi, ci) dµi,

and these ultralimits differ by at most ε, as the sequences do pointwise.

4.3.2 Indiscernible Segments

An indiscernible segment is an indiscernible sequence indexed by the order [0, 1] ⊆ R. We

will prove one characterization of NIP using indiscernible segments, and then assume T is

NIP for the rest of this subsection.

Lemma 4.3.14. A theory T is NIP if and only if the following holds: For every indiscernible

segment I = (ai : t ∈ [0, 1]) with |at| = |x| and any definable predicate φ(x; b) with b ∈ Uy, the
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function t 7→ φ(at; b) is regulated (a uniform limit of step functions), and thus measurable.

Proof. NIP is equivalent to every φ(x; b) having a limit on every indiscernible sequence of

order type ω.

First, assume that T is NIP. Thus on every indiscernible segment, for any increasing or

decreasing sequence (tn : n ∈ N) ∈ [0, 1]N, limn φ(atn ; b) exists, so at every point t0 ∈ (0, 1),

the limits limt→t+0
φ(at; b) and limt→t−0

φ(at; b) both exist. If they did not, we could find an

increasing or decreasing sequence limiting to t0 on which φ(x; b) has no limit. By [Bou07,

Théorème 3, FVR II.5], a function on [0, 1] is regulated if and only if its left and right limits

all exist.

Now assume that T is not NIP - there must be some indiscernible sequence (an : n ∈ N)

and some φ(x; b) with limn φ(an; b) undefined. Then by restricting to a non-Cauchy subse-

quence, we find that there is some ε > 0 such that |φ(an; b)− φ(an+1; b)| ≥ ε. We claim that

there also exists an indiscernible segment (a′t : t ∈ [0, 1]) and some b′ where limn φ(a′1/n; b′)

also does not exist, making φ(xt; b
′) not regulated. We can find this counterexample by real-

izing the type given by ψ(xt1 , . . . , xtn) = ψ(xt′1 , . . . , xt′n) for all increasing tuples t1 < · · · < tn

and t′1 < · · · < t′n and |φ(x1/n; y)−φ(x1/(n+1); y)| ≥ ε, every finite subtype of which is realized

by any finite subsequence of (an : n ∈ N).

We now assume T is NIP. This allows us to define the average measure of an indiscernible

segment.

Definition 4.3.15. If I = (at : t ∈ [0, 1]) is an indiscernible segment, define the average

measure of I, µI ∈Mx(U), to be the unique global Keisler measure with

∫
Sx(U)

φ(x; b) dµI =

∫ 1

0

φ(at; b) dt.

We will show that these measures are generically stable using the following lemma:
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Lemma 4.3.16. If F is a family of functions [0, 1]→ [0, 1] such that for each f ∈ F , there

is no sequence 0 ≤ t1 < t′1 < · · · < tN < t′N ≤ 1 with |f(ti) − f(t′i)| > ε
2

for all 1 ≤ i ≤ N ,

then for any M > 2N
ε

, the set A =
{
k
M

: 0 ≤ k < M
}

is a ε-approximation to F with respect

to the Lebesgue measure on [0, 1].

Proof. For any f ∈ F ,

∣∣∣∣Ava∈Af(a)−
∫ 1

0

f(t) dt

∣∣∣∣ =
1

M

∣∣∣∣∣
M−1∑
k=0

(
f

(
k

M

)
−M

∫ (k+1)/M

k/M

f(t) dt

)∣∣∣∣∣
≤ 1

M

M−1∑
k=0

∣∣∣∣∣f
(
k

M

)
−M

∫ (k+1)/M

k/M

f(t) dt

∣∣∣∣∣ ,
so it suffices to show that there are few values of k such that

∣∣∣f ( kM )−M ∫ (k+1)/M

k/M
f(t) dt

∣∣∣
is large.

For any integer 0 ≤ k < M , either |f
(
k
M

)
−M

∫ (k+1)/M

k/M
f(t) dt| ≤ ε

2
, or there is some c ∈

[ k
M
, k+1
M

] such that |f
(
k
M

)
−φ(σc; b)| > ε

2
. By the choice of N , there are at most N values of k

such that the latter case holds, for which we can bound
∣∣∣φ(ak/M ; b)−M

∫ (k+1)/M

k/M
f(t) dt

∣∣∣ ≤ 1.

Thus
∑M−1

k=0

∣∣∣f ( kM )−M ∫ (k+1)/M

k/M
f(t) dt

∣∣∣ is bounded by M ε
2

for most intervals plus N for

exceptional intervals, yielding

1

M

M−1∑
k=0

∣∣∣∣∣f
(
k

M

)
−
∫ (k+1)/M

k/M

f(t) dt

∣∣∣∣∣ ≤ 1

M

(
Mε

2
+N

)
<
ε

2
+
ε

2
= ε

as desired.

Lemma 4.3.17. If σ ∈M[0,1](U) is an indiscernible segment, then µσ is generically stable.

Proof. Specifically, we show that µI is fam in I. Fix a definable predicate φ(x; y) and ε > 0.

By Lemma 4.3.14, for all b ∈ Uy, there is some N such that there is no sequence 0 ≤ t1 < t′1 <

· · · < tN < t′N ≤ 1 with |φ(ati ; b)− φ(at′i ; b)| >
ε
2

for all 1 ≤ i ≤ N . By compactness, we may

choose some N that will work simultaneously for all b ∈ Uy. Now fix an integer M > 2N
ε

, and
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let A = {ak/M : 0 ≤ k < M}. We can apply Lemma 4.3.16 to the family F = {fb(t) : b ∈ Uy}

defined by fb(t) = φ(at; b), and find that
{
k
M

: 0 ≤ k < M
}

is a ε-approximation to F with

respect to Lebesgue measure. Then as
∫
Sx(U)

φ(at; b) dµI =
∫ 1

0
fb(t) dt, we see that A is a

ε-approximation to {φ(at; b) : b ∈ Uy} with respect to µI , as desired.

4.4 Weak Orthogonality and Regularity

In this section, we will characterize weak orthogonality of measures with several Szemerédi-

style regularity properties. In the next section, we will use uniform versions of these proper-

ties to characterize distality. In order to best explain our techniques and choices, we will first

prove some versions of NIP regularity. NIP regularity theorems already exist for classical

logic, for instance in [CS21], and indeed for continuous logic, in the form of [CT20, Theorem

6.6], which proves a regularity lemma for real-valued definable predicates in a generalization

of NIP structures. However, we find that NIP regularity is the correct setting to first de-

velop the definitions we will need for distal regularity, namely definable and constructible

regularity partitions.

4.4.1 NIP Regularity

NIP regularity is a consequence of the ability to approximate definable predicates relative

to generically stable measures.

In order to understand it, we must first understand how the classic partitioning into φ-

types over finite sets works in continuous logic. As even for finite parameter sets B, the set

Sφ(B) of consistent φ-types tpφ(x; y)(a/B) is usually infinite in continuous logic, we have to

look at partitions where the type tpφ(x; y)(a/B) varies by at most ε on the support of each

piece of the partition. Even considering partitions may require us to sacrifice definability of

the pieces in continuous logic, leaving us with two options. We can either look at partitions

of unity on Sx(M) into definable predicates, get an actual partition, but settle for Borel sets
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of uniform low complexity.

Definition 4.4.1. Inspired by terminology from algebraic geometry, call a subset of Sx(A)

constructible when it is a finite boolean combination of closed sets. We will also refer to

the indicator functions of constructible sets in type spaces, or their restrictions to models,

constructible predicates.

If P is a finite partition of unity on Mx, we say that a function ψ(x; z) : Sxz(M)→ [0, 1]

defines P when for each piece π ∈ P , there is d ∈M z such that π is the support of ψ(x; d). If

ψ(x; z) is a definable predicate (that is, continuous), then we call P definable, and if ψ(x; z)

is a constructible predicate, we call P constructible, and as its pieces are all {0, 1}-valued, we

may identify P with the partition into the supports of its pieces. When different partitions

of unity are definable by the same ψ, we say that they are uniformly definable/constructible.

If P is a partition of unity on Mx1...xn defined by a definable or constructible predicate

of the form
∏n

i=1 ψi(xi; zi), then we call P rectangular.

If P1, . . . , Pn are partitions of unity on Mxi , then let ⊗ni=1Pi denote the partition on

Mx1...xn given by (
∏n

i=1 πi(xi) : π1 ∈ P1, . . . , πn ∈ Pn). We call such a partition a grid parti-

tion.

If P is a partition of unity on Sx(M) and B ⊆ My, we call P a (φ, ε)-partition over B

when for each π(x) ∈ P , if a1, a2 ∈ Mx both satisfy π(ai) > 0, then |φ(a1; b)− φ(a2; b)| ≤ ε

for all b ∈ B.

In the classical case, there is a unique minimal such partition whose size is bounded by

the VC-dimension of φ. In this lemma, we will show that a suitable partition exists with

size given by a covering number bound.

Lemma 4.4.2. Let φ(x; y;w) be a definable predicate. Then for any ε > 0 and n ∈ N,

there is a definable predicate ψ(x; z) such that for any B ⊂ My with |B| ≤ n, and any

c ∈ Mw, there is a set D ⊂ M z with |D| ≤ Nφ(x;y),0.49ε(n) such that (ψ(x; d) : d ∈ D) forms

a (φ, ε)-partition over B, and ψ is a continuous combination of instances of φ over D.
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We may alternately choose ψ to be constructible with the slightly better bound |D| ≤

Nφ(x;y),ε/2(n), although ψ will no longer be a continuous combination of instances of φ.

Proof. Fix c and write φ(x; y) = φ(x; y;w), and we will see that the resulting formula

ψ(x; z) is constructed from φ(x; y;w) in a uniform way, with the parameter c reoccuring in

the parameters d ∈ D.

For ease of notation, let m = Nφ(x;y),0.49ε(n). Define the predicate

θ(x;x′, y1, . . . , yn) = max
1≤i≤n

ε

2
−̇|φ(x; yi)− φ(x′; yi)|,

so that for any a, a′ ∈ Mx, b1, . . . , bm ∈ My, θ(a; a′, b1, . . . , bm) > 0 if and only if |φ(a; bi) −

φ(a′; bi)| < ε
2

for all 1 ≤ i ≤ n. Similarly, define

ψ(x;x0, . . . , xm, y1, . . . , yn) =
θ(x;x0, y1, . . . , yn)∑m
i=1 θ(x;xi, y1, . . . , yn)

.

Now if B ⊆ My has |B| ≤ n, express B = {b1, . . . , bn}, and let A = {a1, . . . , am}

be a set such that for each a ∈ Mx, there exists 1 ≤ i ≤ m such that for all b ∈ B,

|φ(a; b) − φ(ai; b)| ≤ 0.49ε. Then {ψ(x; a, a1, . . . , am, b1, . . . , bn) : a ∈ A} constitutes a

partition of unity, and on each piece ψ(x; a, a1, . . . , am, b1, . . . , bn) > 0, for each b ∈ B,

φ(x; b) varies from φ(a; b) by at most ε
2
, so overall, φ(x; b) varies by at most ε.

If instead we wish ψ to be constructible, then we instead let m = Nφ(x;y),ε/2(n), and we

can let A = {a1, . . . , am} be a set such that for each a ∈ Mx, there exists 1 ≤ i ≤ m such

that for all b ∈ B, |φ(a; b) − φ(ai; b)| ≤ ε
2
. Then the sets Xi = {|φ(x; b) − φ(ai; b)| ≤ ε

2
}

cover Sx(M), so we can use standard coding tricks to let ψ(x; z) define any of the sets

Xi \
⋃
j<iXi.

Lemma 4.4.3 (See [CS21, Proposition 2.18]). Let M be an NIP structure, let φ(x; y;w) be

a definable predicate, let ε > 0, and let vcε/12(φ(x; y)) ≤ d. Then for any generically stable

measure µ ∈Mx(M) and any c ∈Mw, there is a set A ⊆Mx of size O( d
ε2

ln d
ε
) such that if
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P is a (φ∗(y;x), ε)-partition over A, then for b, b′ ∈ My in the support of the same piece of

P ,
∫
Sx(M)

|φ(x; b; c)− φ(x; b′; c)| dµ ≤ ε.

Proof. Fix c and write φ(x; y) = φ(x; y;w), and the resulting predicate ψ(y; z) will be con-

structed from φ(x; y;w) in a uniform way, based on the predicate defined in Lemma 4.4.2.

Let χ(x; y, y′) = |φ(x; y) − φ(x′; y)|, and using Corollary 4.3.7, there is n = O( d
ε2

ln d
ε
)

such that for each µ, there is a ε
2
-approximation with respect to µ of size at most n. Now for

every µ, let A = {a1, . . . , an} be a ε
2
-approximation to χ(x; y, y′) with respect to µ, and let P

be a (φ∗(y;x), ε)-partition over A. If π(x) ∈ P and b1, b2 ∈ My both satisfy π(x) > 0, then

for all a ∈ A, |φ(a; b1) − φ(a; b2)| ≤ ε
2
, so χ(a; b1, b2) ≤ ε

2
, and thus by the ε

2
-approximation

definition of A,

∫
Sx(M)

|φ(x; b1)− φ(x; b2)| dµ =

∫
Sx(M)

χ(x; b1, b2) dν ≤ 1

n

n∑
i=1

χ(ai; b1, b2) +
ε

2
≤ ε.

Lemma 4.4.4 (See [CS21, Theorem 2.19]). Assume T is NIP and M � T . Fix a definable

predicate φ(x1, . . . , xn;w) and ε > 0. Then there is a definable predicate θ(x1, . . . , xn; z) of

the form
∑m

j=1

∏n
i=1 θij(xi; zi) with m depending only on φ and ε such that if µi ∈Mxi(M)

are measures with µi generically stable for i < n and c ∈ Mw, then there is d ∈ M z such

that ∫
Sx1...xn (M)

|φ(x1, . . . , xn; c)− θ(x1, . . . , xn; d)| dµ1 ⊗ · · · ⊗ µn ≤ ε.

Proof. As before, fix c and write φ(x1, . . . , xn) = φ(x1, . . . , xn; c), and the resulting predicates

will be constructed from φ(x; y;w) in a uniform way, based on the predicate defined in Lemma

4.4.3.

We start by proving the two-dimensional case. Let φ(x; y) be an M -definable pred-

icate and let ε > 0. Let ψ(y; z), k be as given in Lemma 4.4.3, and let m be the up-

per bound on the size of the resulting partition of unity. Then we will show that for
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any measures µ ∈ Mx(M), ν ∈ My(M) with µ generically stable, there are parameters

b1, . . . , bm ∈My, d1, . . . , dm ∈M z such that

∫
Sxy(M)

∣∣∣∣∣φ(x; y)−
m∑
i=1

φ(x; bi)ψ(y; di)

∣∣∣∣∣ dµ⊗ ν ≤ ε.

Given µ, ν, let D = {d1, . . . , dm} be such that (ψ(y; di) : 1 ≤ i ≤ m) is the partition of

unity given by Lemma 4.4.3, and for each 1 ≤ i ≤ m, let bi ∈My be such that ψ(bi; di) > 0.

Then for all b ∈My, we calculate that

∫
Sx(M)

∣∣∣∣∣φ(x; b)−
m∑
i=1

φ(x; bi)ψ(b; di)

∣∣∣∣∣ dµ
=

∫
Sx(M)

m∑
i=1

|φ(x; b)ψ(b; di)− φ(x; bi)ψ(b; di)| dµ

≤
m∑
i=1

ψ(a; di)

∫
Sx(M)

|φ(x; b)− φ(x; bi)| dµ

≤
∑

i:ψ(b;di)>0

ψ(b; di)

∫
Sx(M)

|φ(x; b)− φ(x; bi)| dµ

≤ε,

as for each i with ψ(b; di) > 0,
∫
Sx(M)

|φ(x; b) − φ(x; bi)| dµ ≤ ε by assumption. Thus also

integrating over y, we find that
∫
Sxy(M)

|φ(x; y)−
∑m

i=1 φ(x; bi)ψ(x; di)| dµ⊗ ν ≤ ε, finishing

the base case.

Now assume this works for all n-ary predicates, and consider φ(x1, . . . , xn+1). Apply-

ing our proof to the repartitioned binary predicate φ(x1, x2, . . . ;xn+1), we see that there

is ψ(xn+1; zn+1), and some mn such that for all generically stable µ1, . . . , µn+1, there are
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(b1, . . . , bmn) and (d1, . . . , dmn) such that

∫
Sx1...xn+1 (M)

∣∣∣∣∣φ(x1, . . . , xn+1)−
mn∑
i=1

φ(x1, . . . , xn; bi)ψ(xn+1; di)

∣∣∣∣∣ dµ1 ⊗ · · · ⊗ µn+1 ≤
ε

2
.

We now apply the induction hypothesis to each φ(x1, . . . , xn; bi), seeing that there is some

θ(x1, . . . , xn; z) that belongs to the tensor product of the algebras of definable predicates on

the separate variables x1, . . . , xn such that for all generically stable µ1, . . . , µn, and every

b ∈Mxn+1 , there is some c ∈M z such that

∫
Sx1...xn (M)

|φ(x1, . . . , xn, b)− θ(x1, . . . , xn; c)| dµ1 ⊗ · · · ⊗ µn ≤
ε

2
.

Then for any µ1, . . . , µn+1, there are (b1, . . . , bn), (d1, . . . , dn) as above, and for each bi we

choose ci ∈M z as above. Letting ω abbreviate µ1 ⊗ · · · ⊗ µn+1, we calculate

∫
Sx1...xn+1 (M)

∣∣∣∣∣φ(x1, . . . , xn+1)−
mn∑
i=1

θ(x1, . . . , xn; ci)ψ(xn+1; di)

∣∣∣∣∣ dω
≤ε

2
+

∫
Sx1...xn+1 (M)

∣∣∣∣∣
mn∑
i=1

φ(x1, . . . , xn; bi)ψ(xn+1; di)−
mn∑
i=1

θ(x1, . . . , xn; ci)ψ(xn+1; di)

∣∣∣∣∣ dω
≤ε

2
+

mn∑
i=1

∫
Sx1...xn+1 (M)

ψ(xn+1; di)|φ(x1, . . . , xn; bi)− θ(x1, . . . , xn; ci)| dω

≤ε
2

+
ε

2

∫
Sx1 (M)

mn∑
i=1

ψ(x1; di) dµ1

=ε.

We now define the precise kind of regularity partition that NIP allows us to find, as well

as homogeneous tuples, which will be essential for distal regularity.

Definition 4.4.5. A (ε, δ)-NIP regularity partition for φ(x1, . . . , xn) with respect to mea-
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sures µi ∈Mxi(M) is a grid partition defined by ψ(x; z) =
∏n

i=1 ψi(xi; zi) over a set D such

that there is a subset D0 ⊂ D with

∑
d∈D0

∫
Sx(M)

ψ(x; d) dµ1 × · · · × µn ≤ δ

and for each d ∈ D \D0, there are is a value rd such that

∫
Sx(M)

ψ(x; d)|φ(x)− rd| dµ1 × · · · × µn ≤ ε

∫
Sx(M)

ψ(x; d) dµ1 × · · · × µn.

If φ(x1, . . . , xn) is a definable predicate, ε > 0, and Ai ⊆ Mxi for each i, we say that

(A1, . . . , An) is (φ, ε)−homogeneous when for all a, a′ ∈ A1 × · · · × An, |φ(a)− φ(a′)| ≤ ε.

We also say that definable/constructible predicates ψi(xi) are (φ, ε)−homogeneous when

their supports are, or we may say this about their product
∏n

i=1 ψi(x1).

Lemma 4.4.6. For any definable predicate θ(x1, . . . , xn; y) of the form
∑m

j=1

∏n
i=1 θij(xi; yij),

there is a predicate ψ(x1, . . . , xn; z) =
∏n

i=1 ψi(xi; zi) such that for any b ∈ My, ψ defines a

grid partition of unity such that each piece is (θ(x1, . . . , xn; b), ε)-homogeneous, and the size

of the partition is bounded by a function of m,n. We can choose ψ to be either definable or

constructible.

Proof. Let N be large enough that m
((

1 + 2
N

)n − 1
)
≤ ε

2
. Let (fk : 0 ≤ k ≤ N) be a

continuous partition of unity on [0, 1] such that the support of each fk lies in the interval(
k−1
N
, k+1
N

)
. Then for any φ(x), (fk ◦ φ : 0 ≤ k ≤ N) is a partition of unity on Mx, such

that on each piece, φ varies by at most 2
N

. By taking products of the partitioning functions,

we can find a definable partition of unity Pi on each Mxi such that each θij(xi) varies by at

most 2
N

on each piece, and set P = ⊗ni=1Pi. Then for each π ∈ P , the function θ(x1, . . . , xn)

varies from some value by at most m
((

1 + 2
N

)n − 1
)
≤ ε

2
, and thus vary in total by at most

ε, on the support of π. Each partition Pi is a refinement of m partitions of unity into N + 1

pieces, so |Pi| ≤ (N + 1)m, and thus |P | ≤ (N + 1)mn.
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If instead we desire a constructible partition, then we can let fk be indicator functions

of the intervals
[
k
N
, k+1
N

)
.

Theorem 4.4.7 (See [CS21, Theorem 3.3]). Assume T is NIP and M � T . Let φ(x1, . . . , xn)

be a definable predicate and let ε, δ > 0. Then there is a predicate ψ(x1, . . . , xn; z) =∏n
i=1 ψi(xi; zi) such that for all measures µi ∈Mxi(M) with µi generically stable for i < n,

ψ defines a (ε, δ)-NIP regularity partition of unity for φ(x1, . . . , xn) with respect to the µis,

with the size of the partition depending only on φ, ε, δ. We can choose ψ to be either definable

or constructible.

Proof. By Lemma 4.4.4, we know that there is a definable predicate θ(x1, . . . , xn; z) of the

form
∑m

j=1

∏n
i=1 θij(xi; zi) such that if µi ∈Mxi(M) are measures with µi generically stable

for i < n and c ∈Mw, then there is d ∈M z such that

∫
Sx1...xn (M)

|φ(x1, . . . , xn; c)− θ(x1, . . . , xn; d)| dµ1 ⊗ · · · ⊗ µn ≤ δ2.

We now apply Lemma 4.4.6 to θ, finding that there is some predicate ψ that for any d ∈

M z, defines a grid partition of unity where each piece is (θ(x1, . . . , xn; d), ε)-homogeneous.

Then for any appropriate measures µi and c ∈ Mw, denoting ω = µ1 ⊗ · · · ⊗ µn, we find

d ∈ M z as before, and let P be the grid partition of unity defined by ψ with homogeneous

pieces. Now define e : P → [0, 1] by

e(π) =

∫
Sx(M)

|φ(x; c)− θ(x; d)|π(x) dω∫
Sx(M)

π(x) dω
.

Giving P the measure µ({π}) =
∫
Sx(M)

π(x) dω, we see that

∫
P

e dµ =
∑
π∈P

∫
Sx(M)

|φ(x; c)− θ(x; d)|π(x) dω ≤ δ2,

so by Markov’s inequality, the measure of all π ∈ P with
∫
Sx(M)

|φ(x; c)− θ(x; d)|π(x) dω > δ
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is at most δ. If that set is P0 ⊆ P , then
∑

π∈P0

∫
Sx(M)

π(x) dω ≤ δ, and for each π ∈ P \ P0,

we find that
∫
Sx(M)

|φ(x; c)− θ(x; d)|π(x) dω ≤ δ.

Now suppose π ∈ P \ P0. By (θ, ε)-homogeneity, there is some rπ be such that on

the support of π, |θ(x; d) − rπ| ≤ ε
2
, and thus |φ(x; c)− rπ| −̇ ε

2
≤ |φ(x; c)− θ(x; d)| , so∫

Sx(M)
|φ(x; c)− rπ| −̇ ε

2
π(x) dω ≤ δ, and thus this partition is a (ε, δ)-NIP regularity parti-

tion.

4.4.2 Weak Orthogonality and Strong Erdős-Hajnal

In this subsection, we introduce continuous versions of the notions of regularity that char-

acterize weakly orthogonal measures, and thus distality.

Definition 4.4.8. We say that a predicate φ(x1, . . . , xn) has the ε-strong Erdős-Hajnal

property (or ε-SEH) when there exists δ such that for any finite sets Ai ⊆ Mxi , there are

subsets Bi ⊆ Ai such that |Bi| ≥ δ|Ai| and (B1, . . . , Bn) is (φ, ε)-homogeneous.

A predicate φ has the definable ε-SEH with respect to measures µ1, . . . , µn when there

are predicates ψi(xi; zi) and δ > 0 such that there are parameters di ∈M zi such that for each

i,
∫
Sxi (M)

ψi(xi; di) dµi ≥ δ and the supports of ψi(xi; di) are (φ, ε)-homogeneous. If for some

φ(x1, . . . , xn; y), some ε > 0, and some class of tuples of Keisler measures, φ(x1, . . . , xn; b)

has the definable ε-SEH with respect to all tuples of measures in that class, and the same

δ > 0 and predicates ψi(xi; zi) can be used in each case, then we say that φ has the uniformly

definable ε-SEH with respect to that class of tuples of measures.

In classical logic, the definable strong Erdős-Hajnal property implies a Szemerédi-style

regularity lemma, as in [CS18, Section 5], We will now define a real-valued version of this

regularity property.

Definition 4.4.9. If P is a rectangular partition of unity on Mx1...xn , then we call P a
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(ε, δ)-distal regularity partition for φ with respect to measures µi ∈Mxi(M) when

∑
π1,...,πn

∏
i=1

∫
Sxi (M)

πi(xi) dµi ≤ δ,

where the sum ranges over all (π1, . . . , πn) with
∏

i=1 πi ∈ P that are not (φ, ε)-homogeneous.

In a series of lemmas, we will show that a fixed tuple of measures µ1, . . . , µn is weakly

orthogonal if any of several equivalent regularity properties hold. We will prove the impli-

cations of this equivalence with enough detail to later show that if any of these properties

holds in a uniformly definable way across all generically stable Keisler measures, then the

theory is distal.

Recall that by a product measure of continuous localizations of µ1, . . . , µn, we mean a

measure ω such that there exist M -definable predicates θi(xi) such that for all M -definable

predicates φi(xi),

∫
Sx1...xn (M)

n∏
i=1

φi(xi) dω =
n∏
i=1

∫
Sxi (M)

φi(xi)θi(xi) dµi.

Theorem 4.4.10. Let µ1 ∈Mx1(M), . . . , µn ∈Mxn(M). The following are equivalent:

• The measures µ1, . . . , µn are weakly orthogonal.

• For each M-definable predicate φ(x1, . . . , xn) and each ε, δ > 0, there is some C such

that φ admits a definable (ε, δ)-distal regularity partition

• For each M-definable predicate φ(x1, . . . , xn) and each ε, δ > 0, there is some C such

that φ admits a constructible (ε, δ)-distal regularity partition

• For each M-definable predicate φ(x1, . . . , xn) and each ε > γ ≥ 0, there is some δ >

0 such that for any product measure ω of continuous localizations of µ1, . . . , µn, if∫
Sx1...xn (M)

φ dω ≥ ε, then there are M-definable predicates ψi(xi) such that whenever

ψi(ai) > 0 for each i, φ(a1, . . . , an) ≥ γ, and
∫
Sxi (M)

ψi(xi) dµi ≥ δ for each i.
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• For each M-definable predicate φ(x1, . . . , xn) and each ε > 0, φ has the definable ε-SEH

with respect to any continuous localizations of µ1, . . . , µn.

Furthermore, if these hold, then the (ε, δ)-distal regularity partitions can be chosen to be grid

partitions of size O(δ−C) for some constant C depending on φ, ε, µ1, . . . , µn.

Proof. We will show that weak orthogonality is equivalent to the existence of distal regular-

ity partitions, and then we will relate definable distal regularity partitions to both strong

Erdős-Hajnal statements. We start by restating the result of Corollary 4.2.21 about weakly

orthogonal Keisler measures in terms of partitions of unity.

Lemma 4.4.11. For 1 ≤ i ≤ n, let µi ∈ Mxi(M) be Keisler measures. Let φ(x1, . . . , xn)

and ψ±(x1, . . . , xn) be M-definable predicates such that

• The predicates ψ±(x1, . . . , xn) are each of the form
∑m

j=1

∏n
i=1 θ

±
ij(xi)

• For all (x1, . . . , xn), ψ−(x1, . . . , xn) ≤ φ(x1, . . . , xn) ≤ ψ+(x1, . . . , xn).

• For any product measure ω of µ1, . . . , µn,
∫
Sx1...xn (M)

(ψ+ − ψ−) dω ≤ ε.

Then there is a grid partition of unity P = ⊗ni=1Pi on Mx1...xn, which can be chosen to either

be definable or constructible, such that if for each tuple π ∈ P , we set r−π = infx:π(x)>0 φ(x)

and r+
π = supx:π(x)>0 φ(x), and then define

χ±(x1, . . . , xn) =
∑
π∈P

r±π π(x1, . . . , xn),

then

• For all (x1, . . . , xn), χ−(x1, . . . , xn) ≤ φ(x1, . . . , xn) ≤ χ+(x1, . . . , xn).

• For any product measure ω of µ1, . . . , µn,
∫
Sx1...xn (M)

(χ+ − χ−) dω ≤ 2ε.
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Furthermore, the definition of P depends only on the predicates φ, ψ+, ψ−, and not the pa-

rameters used in their definitions.

Proof. By Lemma 4.4.6, there are predicates π±(x1, . . . , xn; z) =
∏n

i=1 π
±
i (xi; zi) such that

π± defines a rectangular partition of unity such that each piece is (ψ±(x1, . . . , xn), ε
2
)-

homogeneous. Thus if we let πi(xi; z
+
i , z

−
i ) = π+

i (xi; z
+
i )π−i (xi; z

−
i ), then π(x1, . . . , xn; z′) =∏n

i=1 π(xi; z
+
i , z

−
i ) defines a refinement of the two partitions of unity, so that each piece is

(ψ+(x1, . . . , xn), ε
2
)-homogeneous and (ψ+(x1, . . . , xn), ε

2
)-homogeneous.

Then for each π, we let r+
π = supψ+(x1, . . . , xn) where the sup ranges over the support of

π, and let r−π = inf ψ−(x1, . . . , xn). We then let χ±(x1, . . . , xn) =
∑

π∈P r
±
π π. By symmetry,

it suffices to show that ψ+ ≤ χ+ and for any product measure ω,
∫
Sx1...xn (M)

(χ+−ψ+) dω ≤ ε
2
.

The integral fact will follow by showing that ψ+ ≤ χ+ ≤ ψ+ + ε
2
. Let a ∈Mx1...xn . Then for

every π ∈ P with π(a) > 0, ψ+ varies by at most ε
2

on the set containing a on which r+
π is a

supremum, so we have ψ+(a) ≤ r+
π ≤ ψ+(a) + ε

2
. As χ+(a) is a convex combination of such

numbers, ψ+(a) ≤ χ+(a) ≤ ψ+(a) + ε
2
.

Lemma 4.4.12. Let x1, . . . , xn be variable tuples, and let µi ∈Mxi(M) for each i. Then the

measures µi are weakly orthogonal if and only if for every M-definable predicate φ(x1, . . . , xn)

and every δ > 0, ε > 0, there exists a (ε, δ)-distal regularity partition P for φ with respect to

the measures µi.

Proof. First assume that µi are weakly orthogonal. By Corollary 4.2.21 put together with

Lemma 4.4.11, we can find a rectangular partition of unity P such that if we let

r+
π = sup

x:π(x)>0

φ(x),

r−π = inf
x:π(x)>0

φ(x),

χ± =
∑
π∈P

r±π π,
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then χ−(x) ≤ φ(x) ≤ χ+(x) and for any product measure ω of µ1, . . . , µn, we can bound∫
Sx(M)

(χ+ − χ−) dω ≤ δε.

We clearly see for some π =
∏n

i=1 πi ∈ P , the tuple (π1, . . . , πn) is (φ, ε)-homogeneous if

and only if r+
π − r−π ≤ ε.

We calculate that
∫
Sx1...xn (M)

(χ+ − χ−) dω =
∑

π∈P (r+
π − r−π )

∫
Sx1...xn (M)

π dω ≤ δε, so

placing a measure on the finite set P by giving π the measure
∫
Sx1...xn (M)

π dω and applying

Markov’s inequality, we see that the measure of the non-homogeneous predicates π is at most

δ, so this is a (ε, δ)−distal regularity partition.

On the other hand, if P is a (ε, δ)−distal regularity partition, then as before, set the

notations r+
π = supx:π(x)>0 φ(x), r−π = infx:π(x)>0 φ(x) and χ± =

∑
π∈P r

±
π π. As before, on the

homogeneous pieces, r+
π − r−π ≤ ε and for any product measure ω,

∫
Sx1...xn (M)

(χ+ − χ−) dω =
∑
π∈P

(r+
π − r−π )

∫
Sx1...xn (M)

π dω,

where the sum over the homogeneous pieces is at most ε, and the sum over the non-

homogeneous pieces is at most δ, so the
∫
Sx1...xn (M)

(χ+ − χ−) dω ≤ δ + ε. As the integrals

of χ± do not depend on the choice of ω, this means that for two different product measures

ω1, ω2, we have |
∫
Sx1...xn (M)

φ dω1 −
∫
Sx1...xn (M)

φ dω2| ≤ δ + ε. Thus if such partitions exist

for δ, ε > 0 arbitrarily small, ω1 = ω2 and the measures µi are weakly orthogonal.

We now show that strong Erdős-Hajnal behavior on all continous localizations implies a

distal regularity partition in a uniform way.

Lemma 4.4.13. Let φ(x1, . . . , xn) be an M-definable predicate, let ε, δ > 0, and let µi ∈

Mxi(M) be a Keisler measure for each i. Suppose that for any Borel localizations ν1, . . . , νn

of µ1, . . . , µn, there exist M-definable predicates ψi(xi; di) such that the supports of ψi(xi)

are (φ, ε)-homogeneous and for each i,
∫
Sxi (M)

ψi(xi; di) dνi ≥ δ. Then for any γ > 0, there

exists a (ε, γ)-distal regularity partition for φ with respect to µ1, . . . , µn definable over D, with
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|D| = O(γ−C) for some C depending only on δ. Furthermore, if the predicates ψi(xi; zi) can

be chosen uniformly for all continuous localizations ν1, . . . , νn of µ1, . . . , µn, then the distal

regularity partition can be defined by a predicate which is a continuous combination of the

ψis depending only on δ, γ.

Proof. First, we note that if
∫
Sxi (M)

ψi(xi; di) dνi ≥ δ, then νi
(
ψi(xi; di) ≥ δ

2

)
≥ δ

2
.

We will actually find a set D ⊂M z1...zn such that for each (d1, . . . , dn) ∈ D, the supports

ψi(xi; di) are (φ, ε)-homogeneous, and

µ1 × µn

( ⋃
d1,...,dn

ψi(xi; di) ≥
δ

2

)
≥ 1− γ.

Once we have found this, we use Lemma 4.4.2 to partition each Mxi into a partition of

unity Pi such that on the support of each piece, for each di ∈ Di, either ψi(xi; di) > 0 or

ψi(xi; di) <
δ
2
. Then if πi ∈ Pi for each i, either there is some (d1, . . . , dn) ∈ D such that the

support of each πi(xi) is contained in the support of ψi(xi; di), and this tuple of supports is

(φ, ε)-homogeneous, or the product of the supports of πi are disjoint from the set of measure

1− γ mentioned before. Thus the integrals of the non-(φ, ε)-homogeneous pieces add up to

at most γ.

We will construct Dm with µ1 × · · · × µn
(⋃

d1,...,dn

[
ψi(xi; di) ≥ δ

2

])
≥ 1 −

(
1−

(
δ
2

)n)m
for all m recursively, and iterate until

(
1−

(
δ
2

)n)m ≤ γ. We simultaneously construct a rect-

angular constructible partition Pm on Mx1...xn , such that
⋃
d1,...,dn

[
ψi(xi; di) ≥ δ

2

]
is a union

of pieces of Pm. If Xm is the union of all pieces of Pm contained in
⋃
d1,...,dn

[
ψi(xi; di) ≥ δ

2

]
,

we will make sure that at each stage, µ1 × · · · × µn(Xm) ≥ 1−
(
1−

(
δ
2

)n)m
. At each stage,

we will ensure that |Dm|, |Pm| ≤ (n+ 1)m.

For m = 0, we may use D = ∅, and let P0 be the trivial 1-piece partition. Here it

is possible that X0 = ∅. Assume for induction that we have Dm and Pm such that µ1 ×

· · · × µn(Xm) ≥ 1−
(
1−

(
δ
2

)n)m
. Then to form Dm+1 and Pm+1, we will replace each piece
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A1 × · · · × An of Pm into at most n + 1 pieces, and add at most one element to D for each

such piece. Let A1 × · · · × An ∈ Pm. If A1 × · · · × An ⊆
⋃
d1,...,dn

ψi(xi; di) ≥ δ
2
, then it is

already in Xm, and we can leave this piece in Pm+1. This way we ensure that Xm ⊆ Xm+1. If∏n
i=1 µi(Ai) = 0, then we will still leave this piece, as it does not affect the measure of Xm+1.

Otherwise, we can find d1, . . . , dn such that the supports of ψi(xi; di) are (φ, ε)-homogeneous

and if νi is the localization of µi toAi, then νi
(
ψi(xi; di) ≥ δ

2

)
≥ δ

2
. Thus if we add (d1, . . . , dn)

to D and replace the piece A1 × An with the n + 1 pieces
∏

i≤j
(
Ai ∩

[
ψi(xi; di) ≥ δ

2

])
×∏

i>j

(
Ai \

[
ψi(xi; di) ≥ δ

2

])
, we find that the one piece

∏n
i=1

(
Ai ∩

[
ψi(xi; di) ≥ δ

2

])
which

definitely contributes to Xm+1 has total measure at least
(
δ
2

)n∏n
i=1 µi(Ai). Thus if we do

this for all pieces of Pm, the total measure of Mx1...xn \ Xm+1 decreases by a factor of at

least
(
δ
2

)n
, meaning that µ1 × · · · × µn(Xm+1) ≥ 1 −

(
1−

(
δ
2

)n)m+1
. We also find that

|Pm+1| ≤ (n+ 1)|Pm| ≤ (n+ 1)m+1, and |Dm+1| ≤ |Dm|+ |Pm| ≤ 2(n+ 1)m ≤ (n+ 1)m+1.

Now if we choose M =
⌈

log γ
log(1−δn)

⌉
, we find that µ1× · · · × µn(XM) ≥ 1− γ as desired. If

C = − log(n+1)
log(1−δn)

, then (n+ 1)M ≤ (n+ 1)γ−C , so the number of pieces is O(γ−C).

From a distal regularity partition, we can derive a statement about integrals of predicates

which is analogous to the density version of the strong Erdős-Hajnal property in [CS18,

Section 4].

Lemma 4.4.14. Let µi ∈ Mxi(M) for 1 ≤ i ≤ n, let φ(x1, . . . , xn) be an M-definable

predicate, and let (ε, δ), ψ1(x1; z1), . . . , ψn(xn; zn) be such that
∏n

i=1 ψi(xi; zi) defines a (ε, δ)-

distal regularity partition for φ with respect to µ1, . . . , µn of size K.

Suppose that α, β ≥ 0 are such that α > β + δ + ε. Then if ω is a measure extending

µ1 × · · · × µn such that
∫
Sx1...xn (M)

φ dω ≥ α, then there are some di ∈ M zi such that if

a = (a1, . . . , an) satisfies
∏n

i=1 ψi(ai; di) > 0, then φ(a) ≥ β and for each i,

∫
Sxi (M)

ψi(xi; di) dµi ≥
α− β − δ − ε

K
> 0.
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Proof. Let ψ(x; z) =
∏n

i=1 ψi(xi; zi), and let D be the set of parameters such that (ψ(x; d) :

d ∈ D) is the distal regularity partition. We will break D into three disjoint sets A,B,C.

Let A be the set of all d such that the support of ψ(x; d) is (φ, ε)-homogeneous and on

that support, φ(x) ≥ γ. Let B be the set of all other d such that the support of ψ(x; d) is

(φ, ε)-homogeneous, and let C be the set of all d such that the support is non-homogeneous.

Then by the partition of unity assumption,

∑
d∈A

∫
Sx(M)

φ(x)ψ(x; d) dω +
∑
d∈B

∫
Sx(M)

φ(x)ψ(x; d) dω +
∑
d∈C

∫
Sx(M)

φ(x)ψ(x; d) dω

=

∫
Sx(M)

φ(x) dω ≥ α.

However, by the assumption of homogeneity, on the support of ψ(x; d) for any d ∈ B,

φ(x) ≤ β + ε, so ∑
d∈B

∫
Sx(M)

φ(x)ψ(x; d) dω ≤ β + ε,

and by the distal regularity assumption,

∑
d∈C

∫
Sx(M)

φ(x)ψ(x; d) dω ≤ δ,

so ∑
d∈A

∫
Sx(M)

φ(x)ψ(x; d) dω ≥ α− β − δ − ε.

As this is the sum over at most K cells, we find that at least one of the terms of this sum is

at least α−β−δ−ε
K

, so for the larger integral,

∫
Sx(M)

ψ(x; d) dω =
N∏
i=1

∫
Sxi (M)

ψi(xi; di) dµi ≥
α− β − δ − ε

K
.

As each term in the product is at most 1, they are all at least α−β−δ−ε
K

.

Going full circle, we can use this density property to imply the Strong Erdős-Hajnal
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property.

Lemma 4.4.15. Let µi ∈ Mxi(M) for 1 ≤ i ≤ n, let φ(x1, . . . , xn) be an M-definable

predicate, let s ∈ N, δ > 0, ψ1(x1; z1), . . . , ψn(xn; zn). Assume that for all 0 ≤ j ≤ s, if ω is a

measure extending µ1× · · ·×µn, and
∫
Sx1...xn (M)

1
s
−̇
∣∣φ− j

s

∣∣ dω ≥ 1
s(s+1)

, then there are some

di ∈ M zi such that if a = (a1, . . . , an) satisfies
∏n

i=1 ψi(ai; di) > 0, then
∣∣φ− j

s

∣∣ ≤ 1
s

and for

each i, ∫
Sxi (M)

ψi(xi; di) dµi ≥ δ > 0.

Then there are some di ∈M zi such that the supports of ψi(xi; di) are
(
φ, 2

s

)
-homogeneous

and ∫
Sxi (M)

ψi(xi; di) dµi ≥ δ.

Proof. For any r ∈ [0, 1],
∑s

j=0
1
s
−̇
∣∣r − j

s

∣∣ = 1
s
. Thus for some 0 ≤ j ≤ s,

∫
Sx1...xn (M)

1

s
−̇
∣∣∣∣φ− j

s

∣∣∣∣ dω ≥ 1

s(s+ 1)
,

and we find di ∈ M zi such that and for each i,
∫
Sxi (M)

ψi(xi; di) dµi ≥ δ > 0, and on the

support of
∏n

i=1 ψi(ai; di),
∣∣φ− j

s

∣∣ ≤ 1
s
, so the supports of ψi(xi; di) are

(
φ, 2

s

)
-homogeneous.

We now finish the proof of Theorem 4.4.10 by observing that if µ1, . . . , µn are weakly

orthogonal, then by Lemma 4.2.22, any continuous localizations are weakly orthogonal, so

for any φ(x1, . . . , xn), distal regularity partitions exist, and by Lemma 4.4.14, the density

version of strong Erdős-Hajnal holds for these measures, and thus by Lemma 4.4.15, strong

Erdős-Hajnal holds for these measures. If we assume that strong Erdős-Hajnal holds for any

continuous localizations of µ1, . . . , µn, then by Lemma 4.4.13, a distal regularity partition

exists, so the measures are weakly orthogonal. This shows that all of the properties are

equivalent to weak orthogonality. Also, Lemma 4.4.13 produces grid partitions of polynomial
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size.

4.5 Keisler Measures in Distal Theories

In classical logic, a theory is distal if and only if all generically stable measures are smooth.

We prove that this still holds in continuous logic, and show that it is enough to check that

all generically stable measures are weakly orthogonal.

Theorem 4.5.1. The following are equivalent:

• The theory T is distal

• Every generically stable measure is smooth

• All pairs of generically stable measures are weakly orthogonal.

Proof. First we show that in distal theories, generically stable measures are smooth.

Lemma 4.5.2 (Generalizing [Sim15, Prop. 9.26]). Assume T is distal. Then all generically

stable measures are smooth.

Proof. Assume T is distal, and let µ ∈ Mx(U) be a generically stable measure, invariant

over a small model M . To show that µ|M is smooth, fix M � N , a predicate φ(x) with

parameters in N , and ε > 0. By [And23b, Theorem 3.5.9], both φ and 1 − φ admit strong

honest definitions, and thus strong∗ honest definitions by [And23b, Lemma 3.5.11]. Thus

there is an extension (N,PM) � (N ′, PM ′) and a predicate ψ+(x) (a strong∗ honest definition

for φ over M) with parameters in M ′ such that for a ∈ M , ψ+(a) = φ(a) and for all a′ in

N ′, φ(a′) ≤ ψ+(a′). By applying the same result to 1 − φ and then subtracting from 1, we

can find φ−, also with parameters in M ′, such that for a ∈ M , ψ−(a) = φ(a), and for all a′

in N ′, φ(a′) ≥ ψ−(a′). To refer to the parameters more easily, we now write ψ+(x; d+) and

ψ−(x; d−), where d+, d− ∈M ′z.
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We see that ψ+(x; d+)− φ(x) and φ(x)− ψ−(x; d−), nonnegative everywhere, are both 0

at all tuples in M . Thus by Lemma 4.2.11 and the fact that µ is approximately realized in

M ,
∫
Sx(U)

ψ+(x; d+)− φ(x) dµ and
∫
Sx(U)

φ(x)− ψ−(x; d−) dµ are both 0. As µ is definable,

the function
∫
Sx(U)

ψ+(x; z) − φ(x) dµ is continuous from Sz(N) to R. Thus there is some

some basic open neighborhood of tp(d+/N) such that
∫
Sx(U)

ψ+(x; z) − φ(x) dµ < ε and

supx (φ(x)− ψ+(x; z)) < ε on that neighborhood. We may assume that this neighborhood

is defined by θ(z) < δ, where θ(z) is some formula with parameters in N such that N ′ �

θ(d+) < δ. By elementarity of the extension (N,PM) � (N ′, PM ′), we know that there is

some (possibly infinite) tuple d′+ in M such that N � θ(d′+) < δ, and thus
∫
Sx(U)

ψ+(x; d′+)−

φ(x) dµ < ε and supx
(
φ(x)− ψ+(x; d′+)

)
< ε. Similarly there exists a tuple d′− in M such

that
∫
Sx(U)

ψ−(x; d′−) − φ(x) dµ < ε and supx(ψ
−(x; d′−)− φ(x)) < ε. Combining these, we

see that
∫
Sx(U)

ψ+(x; d′+) dµ−
∫
Sx(U)

ψ−(x; d′−) dµ < 2ε. As these formulas have parameters in

M , and we can bound φ(x) above and below with φ−(x; d′−)(x)−ε < φ(x) < φ+(x; d′+)(x)−ε,

we see that for any measure ν extending µ|M , we have

∫
Sx(M)

ψ−(x; d′−) dµ|M − ε <
∫
Sx(U)

φ(x) dν <

∫
Sx(M)

ψ+(x; d′+) dµ|M + ε

limits the value of
∫
Sx(U)

φ(x) dν to an interval of width at most 4ε depending only on µ|M .

As ε was arbitrary, we see that ν is determined by µ|M , so µ is smooth.

Now as smooth measures are weakly orthogonal to all measures, it suffices to show that

if all generically stable measures are smooth, then the theory is distal.

Lemma 4.5.3. Let I = (at : t ∈ [0, 1]) be an indiscernible segment. If for some model M

containing I, µI ∈Mx(M) is weakly orthogonal to itself, then I is distal.

Proof. Assume that I is not distal. Then there exist points 0 < t1 < t2 < 1 and b1, b2

such that the sequences I[0,ti) + bi + I(ti,1] defined by replacing ati with bi are indiscernible

for both i = 1, 2, but the sequence I[0,t1) + b1 + I(t1,t2) + b2 + I(t2,1] defined by making
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both replacements is not indiscernible. By [And23b, Lemma 3.5.4], we may assume that

tp(ati/M) = tp(bi/M) = lim(I[0,ti)/M) for i = 1, 2, where M is some small model containing

I.

By the non-indiscernibility assumption, there is some formula φ(y1, x1, y2, x2, y3) and

c1, c2, c3 finite subtuples of I[0,t1), I(t1,t2), I(t2,1] respectively such that φ(c1, at1 , c2, at2 , c3) 6=

φ(c1, b1, c2, b2, c3). Assume that φ(c1, at1 , c2, at2 , c3) = 0 while φ(c1, b1, c2, b2, c3) = ε > 0.

Let u1 be the maximum index such that au1 ∈ c1, let v1 be the minimum index such that

av2 ∈ c2, let u2 be the maximum index such that au2 ∈ c2, and let v2 be the minimum index

such that av2 ∈ c3. Then 0 ≤ u1 < t1 < v1 ≤ u2 < t2 < v2 ≤ 1.

If t′i ∈ (ui, vi) for each i, then the partial type lim(I[0,t′1)/M)× lim(I[0,t′2)/M) is consistent

with φ(c1, x, c2, y, c3) = 0, because there are realizations of these limit types that could

replace at′1 and at′2 while preserving the indiscernibility of the sequence. We will show that

lim(I[0,t′1)/M) × lim(I[0,t′2)/M) is also consistent with φ(c1, x, c2, x, c3) = ε. Let τ : [0, 1] →

[0, 1] is an order-preserving map that fixes all points in [0, u1]∪ [v1, u2]∪ [v2, 1], but τ(t1) = t′1

and τ(t2) = t′2. Then by the homogeneity of U , there is an automorphism σ ∈ Aut(U) such

that for all t ∈ [0, 1], σ(at) = aτ(t). We see then that φ(c1, σ(b1), c2, σ(b2), c3) = ε, and that

replacing at′1 with σ(b1) or at′2 with σ(b2) leaves I indiscernible. Thus by [And23b, Lemma

3.5.4], there are b′1, b
′
2 with tp(b′i/M) = lim(I[0,t′i)

/M) for i = 1, 2 but φ(c1, b
′
1, c2, b

′
2, c3) = ε.

This tells us that if J and K are the indiscernible segments obtained by linearly rein-

dexing I[u1,v1] and I[u2,v2] respectively, we find that µJ , µK ∈ Mx(M) cannot be weakly

orthogonal. Otherwise, by Corollary 4.2.21, there is an M -definable predicate ψ(x, y) =∑m
i=1 θi(x)θ′i(y) such that M � φ(c1, x, c2, y, c3) ≤ ψ(x, y), but also for any ω extending

µJ × µK ,
∫
Sxy(M)

ψ(x, y) dω < ε. This cannot be true, as for any t′1 ∈ [u1, v1], t′2 ∈ [u2, v2], we

have ψ(at′1 , at′2) ≥ ε, and for any ω extending µJ × µK , we have

∫
Sxy(M)

ψ(x, y) dω =
1

(v1 − u1)(v2 − u2)

∫ v1

u1

∫ v2

u2

ψ(at, a
′
t) dt

′ dt ≥ ε.
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However, if µJ and µK are not weakly orthogonal, then µI is not weakly orthogonal with

itself. We see this by a proof analogous to that of Lemma 4.2.22, as µI = (v1− u1)µJ + (1−

(v1− u1))µ[0,1]\J = (v2− u2)µK + (1− (v2− u2))µ[0,1]\K , and we see that for any ω extending

µJ × µK , µI ⊗ µI + (v1− u1)(v2− u2)(ω− µJ ⊗ µK) will also be a Keisler measure extending

µI × µI , which will differ from µI ⊗ µI if we choose ω 6= µJ ⊗ µK .

As average measures for indiscernible segments are generically stable by Lemma 4.3.17,

this completes the proof of Theorem 4.5.1.

4.5.1 Regularity by way of Weak Orthogonality

We now generalize the results from [CS18] about the Strong Erdős-Hajnal property and

regularity in distal structures. First we will use the approach from [Sim16] to prove a

regularity lemma nonconstructively using weakly orthogonal measures and ultraproducts,

which we will prove equivalent to distality. Then in the next subsection we will show the

same results using the explicit combinatorial approach from [CS18].

By Theorem 4.5.1, we know that a theory is distal if and only if all sequences of measures

µ1, . . . , µn with µi generically stable for i < n are weakly orthogonal, and thus by Theorem

4.4.10, a theory is distal if and only for each such tuples of measures and each predicate

φ(x1, . . . , xn), one of the regularity properties from that theorem applies to φ over µ1, . . . , µn.

Now we will show that in fact, if the theory is distal, all of those properties hold in uniformly

definable ways.

Lemma 4.5.4. Assume T is distal. Then for each definable predicate φ(x1, . . . , xn; y) and

each ε > 0, there is a finite set Ψ of definable predicates such that each ψ(x1, . . . , xn; z) ∈ ∆

can be expressed as a sum of predicates of the form
∏n

i=1 ψi(xi; zi), and if M � T , µi ∈

Mxi(M) are Keisler measures, with µi generically stable for i < n, and b ∈ My, then there

are ψ−, ψ+ ∈ ∆, d−, d+ ∈ M z such that if we write x = (x1, . . . , xn), ψ−(x; d−) ≤ φ(x; y) ≤

ψ+(x; d+) and
∫
Sx(M)

ψ+(x; d+)− ψ−(x; d−) dµ1 × · · · × µn ≤ ε.
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Proof. Fix φ(x1, . . . , xn; y) and ε > 0. It suffices to show that for some finite set Ψ, and any

model M , appropriate measures µi, and b ∈ My, there are ψ−, ψ+ ∈ Ψ and d−, d+ ∈ M z

such that supx ψ
−(x; d−)−̇φ(x; y) ≤ ε

3
, supx φ(x; y)−̇ψ+(x; d+) ≤ ε

3
and

∫
Sx(M)

ψ+(x; d+) −

ψ−(x; d−) dµ1 × · · · × µn ≤ ε
3
. If so, then we may simply subtract ε

3
from ψ− and add ε

3
to

ψ+.

Suppose that no such finite set Ψ works. Let Σ be the set of all possible definable

predicates that can be expressed as finite sums of the form
∏n

i=1 ψi(xi; zi). Let I be the set

of finite subsets of Σ, for every finite subset ∆ ∈ I, let S∆ = {∆′ ∈ I : ∆ ⊆ ∆′}, and let

F = {S ⊆ I : ∃∆ ∈ I, S∆ ⊆ S}. This is the standard filter used in the ultrafilter proof of

the compactness theorem, so there exists an ultrafilter U extending it.

For each finite ∆ ⊂ Σ, by our contradiction assumption, there are M,µ1, . . . , µn, b such

that for all ψ−, ψ+ ∈ ∆, d−, d+ ∈M z,

max

(
sup
x

(
ψ−(x; d−)−̇φ(x; b)

)
, sup

x

(
φ(x; b)−̇ψ+(x; d+)

)
,∫

Sx(M)

ψ+(x; d+)− ψ−(x; d−) dµ1 × · · · × µn
)
>
ε

3
.

Then we let M̃ be the ultraproduct of all these M with the ultrafilter U , and let µ̃i be

the ultralimits of the measures, with b̃ the ultraproduct of the parameters. By Lemma

4.3.13, for i < n, the measure µ̃i is generically stable and thus smooth, so by Corollary

4.2.25, all of these measures are weakly orthogonal. Thus by Lemma 4.2.22, there are

actually some ψ−, ψ+ and d̃−, d̃+ ∈ M̃ z such that ψ−(x; d−) ≤ φ(x; y) ≤ ψ+(x; d+) and∫
Sx(M)

ψ+(x; d+) − ψ−(x; d−) dµ1 × · · · × µn < ε
3
. Thus on a U -large set of models M , we

have

max

(
sup
x
ψ−(x; d−)−̇φ(x; y), sup

x
φ(x; y)−̇ψ+(x; d+),∫

Sx(M)

ψ+(x; d+)− ψ−(x; d−) dµ1 × · · · × µn
)
<
ε

3
.
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This contradicts our assumption, which made sure that on the U -large set of ∆ containing

ψ−, ψ+, this quantity was greater than ε
3
.

We can use Lemma 4.5.4 to make the definability and constructibility in Theorem 4.4.10

uniform. We state these consequences separately as a distal regularity lemma and strong

Erdős-Hajnal properties. We note that also by Theorem 4.4.10, any of these properties

implies weak orthogonality of all generically stable measures, and thus by Theorem 4.5.1,

distality.

Theorem 4.5.5. Assume T is distal. For each definable predicate φ(x1, . . . , xn; y) and ε > 0,

there exist predicates ψi(xi; zi), which can be chosen to be either definable or constructible,

and a constant C such that if µ1 ∈ Mx1(M), . . . , µn ∈ Mxn(M) are such that for i < n, µi

is generically stable, b ∈My, and δ > 0, the following all hold: The predicate
∏n

i=1 ψi(xi; zi)

defines a (ε, δ)-distal regularity grid partition for φ(x1, . . . , xn; b) of size O(δ−C).

Proof. The lemmas in the proof of Theorem 4.4.10 all preserve the uniformity of predicates.

Thus by starting with Lemma 4.5.4, we see that one of a finite set of predicates can be used

to define distal regularity partitions, which we may assume is a single predicate by standard

coding tricks.

In the case where |x1| = · · · = |xn| and all of the measures are equal, we can find a

common refinement of the partitions of unity on each piece, and deal with a single partition.

Corollary 4.5.6. Assume T is distal. For each definable predicate φ(x1, . . . , xn; y) with

|x1| = · · · = |xn| = |x|, and ε > 0, there exists a predicate ψ(x; z), which can be chosen

to either be definable or constructible, and δ > 0 such that if µ ∈ Mx(M) is generically

stable, and b ∈My, then ψ defines a partition P such that ⊗ni=1P is a (ε, δ)-distal regularity

partition for φ(x1, . . . , xn; b), such that |P | = O(δ−C).

Finally, we state the characterization of distality in terms of the definable strong Erdős-

Hajnal property, generalizing [CS18, Theorem 3.1] and [CS18, Corollary 4.6]. This follows
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by applying the equivalences in the proof of Theorem 4.4.10 to Theorem 4.5.5.

Corollary 4.5.7. A theory T is distal if and only if each definable predicate φ(x1, . . . , xn; y)

has the unformly definable ε-strong Erdős-Hajnal property with respect to all Keisler measures

µ1 ∈Mx1(M), . . . , µn ∈Mxn(M) for every ε > 0.

Specifically, there exist definable predicates ψi(xi; zi) and δ > 0 such that if the measures

µ1 ∈ Mx1(M), . . . , µn ∈ Mxn(M) are such that for i < n, µi is generically stable, and

b ∈My, then for any product measure ω of µ1, . . . , µn, there are di ∈M zi such that ψi(xi; di)

are (φ(x; b), ε)-homogeneous and
∫
Sxi (M)

ψi(xi; di) dµi ≥ δ for each i.

Furthermore, for any ε > γ ≥ 0, there are ψi(xi; zi) and δ > 0 such that if µ1 ∈

Mx1(M), . . . , µn ∈ Mxn(M) are such that for i < n, µi is generically stable, b ∈ My, and

ω is a product measure of µ1, . . . , µn such that
∫
Sx1...xn (M)

φ dω ≥ ε, then there are di ∈ M zi

such that φ(a1, . . . , an; b) ≥ γ whenever ψi(ai; di) > 0 for each i, and
∫
Sxi (M)

ψi(xi; di) dµi ≥ δ

for each i.

4.5.2 Distal Cutting Lemma

We now show how to find the predicates defining strong Erdős-Hajnal properties and distal

regularity partitions more explicitly, using techniques that are also useful for distal combi-

natorics.

Definition 4.5.8. Let φ(x; y) be a definable predicate, and let ν ∈Mx(M) be a generically

stable measure. Then we say that a predicate ψ(x; z) defines a (ε, δ)-cutting of weight γ for

φ(x; y) with respect to ν when there is a finite set D ⊆M z such that infx
∑

d∈D ψ(x; d) ≥ γ,

and for each d ∈ D,

ν (y : osc(φ(x; y), {a : ψ(a; d) > 0}) > ε) ≤ δ.

A (ε, δ)-cutting of size at most N consists of ψ(x; z) and a particular valid choice of D
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with |D| ≤ N .

Lemma 4.5.9 (Generalizes [CS18, Claim 3.5] and [CGS20, Theorem 3.2]). If M is distal,

and φ(x; y) is a definable predicate, then for every ε, δ > 0, there exists a γ > 0 and a

predicate ψ(x; z) that defines a (ε, δ)-cutting of size at most Oφ,ε(δ
−1 ln δ−1) and weight at

least γ with respect to any generically stable measure ν ∈My(M).

Proof. Let M,φ(x; y), ε, δ be as above. Let θ(x; z) be a strong honest definition for φ(x; y).

Then we define χ(y; z) = supx (φ(x; y)− θ(x; z)) −̇ infx (φ(x; y) + θ(x; z)).

Let C = vcε/4(χ(y; z)). By Theorem 4.3.11, there is a δ-net B for the fuzzy set system

(1−χ)M
z

1−ε/2,1 with respect to ν, with B = O (Cε−1 ln ε−1) . This means that if d is such that

χ(b; d) = 0 for all b ∈ B, then ν
(
χ(y; d) > ε

2

)
< δ.

Because θ is a strong honest definition, for every a ∈ Mx, there is some d ∈ Bz such

that θ(a; d) = 0 and for all a′ ∈ Mx, b ∈ B, θ(a′; b) ≥ |φ(a; b) − φ(a′; b)|. Thus also for all

b ∈ B, a′ ∈ Mx, φ(a′; b) − θ(a′; d) ≤ φ(a; d) ≤ φ(a′; b) + θ(a′; d), so χ(b; d) = 0. Let D be

the set of all d ∈ Bz with χ(b; d) = 0 for all b ∈ B, and recall then that for each d ∈ D,

ν
(
χ(y; d) > ε

2

)
< δ. We also find that for any b ∈ My, d ∈ D, and any a, a′ ∈ Mx, we have

|φ(a; b)−φ(a′; b)| ≤ χ(b; d)+θ(a; d)+θ(a′; d). Now let k be such that there exists a definable

predicate θ′(x; y1, . . . , yk) such that for all d, if (d1, . . . , dk) is an initial segment of the tuple d,

then |θ′(x; d1, . . . , dk)− θ(x; d)| ≤ ε
8
. We find that then there is a set Dk ⊆ D of size at most

|B|k such that for each d ∈ D, there is (d1, . . . , dk) ∈ D0 an initial segment of d, so for all

a ∈ Mx, there is d ∈ Dk with θ(a; d) ≤ ε
8
. Thus also infx

∑
d∈Dk

(
ε
4
−̇θ(x; d)

)
≥ ε

4
, so we let

ψ(x; z) = ε
4
−̇θ(x; d) and let γ = ε

4
. If d ∈ Dk, a, a

′ ∈ Mx are such that ψ(a; d), ψ(a′; d) > 0,

then θ(a; d), θ(a′; d) < ε
4
, and for all b outside a set of ν-measure at most δ, χ(b; d) ≤ ε

2
, so

|φ(a; b)− φ(a′; b)| ≤ χ(b; d) + θ(a; d) + θ(a′; d) ≤ ε.

We can now use a cutting to prove a version of uniformly definable strong Erdős-Hajnal,

and from it distal regularity, in two variables.
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Lemma 4.5.10. Let φ(x; y;w) be a definable predicate, and let ε > 0. Then for any 0 < β <

1
50ε−1+5

, there are 0 < α < 1 and definable predicates ψ1(x; z1), ψ2(x; z2) such that for any

Keisler measure µ ∈Mx(M), any generically stable measure ν ∈My(M), and any c ∈Mw,

there are d1 ∈M z1 , d2 ∈M z2 such that
∫
Sx(M)

ψ1(x; d1) dµ ≥ α,
∫
Sy(M)

ψ2(y; d2) dν ≥ β, and

the pair ψ1(x; d1), ψ2(y; d2) is (φ(x; y; c), ε)-homogeneous.

Proof. We will prove this for some M -definable φ(x; y) = φ(x; y; c). As the formulas ψ1(x; z1)

and φ2(y; z2) will be constructed from a particular choice of strong honest definition for

φ(x; y), it will suffice to show that there is some formula θ(x; z;w) such that for any c ∈M z,

θ(x; z; c) is a strong honest definition for φ(x; y; c). To do this, we find a strong honest

definition for φ(x; y, w), calling this θ(x; z, w), where z is a tuple of copies of y, and we have

set all copies of w equal.

Let s =
⌈

10
ε

⌉
, and let δ = 1− 5(s+ 1)β, so that δ > 0 but also β = 1−δ

5(s+1)
.

As in the proof of Lemma 4.5.9, let θ(x; z) be a strong honest definition for φ(x; y),

define ψ+(y; z) = supx(φ(x; y) − θ(x; z)), ψ−(y; z) = infx(φ(x; y) + θ(x; z)), and χ(y; z) =

ψ+(y; z)− ψ−(y; z). Recall that there is some γ > 0 such that for any choice of ν, there is a

finite set D ∈M z of size at most Oφ,ε(δ
−1 ln δ−1) such that for each d ∈ D, ν(χ(y; d) > 1

s
) < δ

and infx
∑

d∈D
(
ε
4
−̇θ(x; d)

)
≥ ε

4
.

If we let α > 0 be such that γ
|D| ≥ α, then there is always some d ∈ D such that∫

Sx(M)
ψ(x; d) dµ ≥ α. We can thus let ψ1(x; d1) = ψ(x; d).

We now let fi be defined by fi(t) = 1− |st− i|, so that (f0, . . . , fs) is a partition of unity

on [0, 1] and the support of fi is ( i−1
s
, i+1

s
). Thus (fi(ψ

+(y; d))fj(ψ
−(y; d)) : 0 ≤ i, j ≤ s)

forms a partition of unity on Sy(M). If b is such that fi(ψ
+(b; d))fj(ψ

−(b; d)) > 0, then

i ≥ j − 1, and also, i−j−2
s
≤ χ(b; d) = ψ+(b; d) − ψ−(b; d) ≤ i−j+2

s
. Thus if χ(b; d) ≤ 1

s
,

we find that i − j ≤ 3. Thus on all such b,
∑

i,j:−1≤i−j≤3 fi(ψ
+(b; d))fj(ψ

−(b; d)) = 1. The

measure of such b is at least 1−δ, so
∑

i,j:−1≤i−j≤3

∫
Sy(M)

fi(ψ
+(y; d))fj(ψ

−(y; d)) dν ≥ 1−δ,

and thus for some i, j with −1 ≤ i− j ≤ 3,
∫
Sy(M)

fi(ψ
+(y; d))fj(ψ

−(y; d)) dν ≥ 1−δ
5(s+1)

= β,
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so we can let ψ2(y; d2) = fi(ψ
+(y; d))fj(ψ

−(y; d)), using standard coding tricks to account

for the finitely many choices of i, j.

We now check homogeneity. For all b in the support of that fi(ψ
+(y; d))fj(ψ

−(y; d)),

and all a in the support of ε
4
−̇θ(x; d), we have that j−1

s
− ε

4
≤ φ(a; b) ≤ i+1

s
+ ε

4
, and this

interval is of width at most 5
s

+ ε
2
≤ ε. Thus the pair

(
ε
4
−̇θ(x; d), fi(ψ

+(y; d))fj(ψ
−(y; d))

)
is

(φ, ε)-homogeneous.

Fixing some β and setting δ = min(α, β), we get an actual definable strong Erdős-Hajnal

statement.

Corollary 4.5.11. Let φ(x; y;w) be a definable predicate, and let ε > 0. There are δ > 0

and definable predicates ψ1(x; z1), ψ2(x; z2) such that for any Keisler measure µ ∈Mx(M),

any generically stable measure ν ∈My(M), and any c ∈ Mw, there are d1 ∈ M z1 , d2 ∈ M z2

such that
∫
Sx(M)

ψ1(x; d1) dµ ≥ δ,
∫
Sy(M)

ψ2(y; d2) dν ≥ δ, and the pair ψ1(x; d1), ψ2(y; d2) is

(φ, ε)-homogeneous.

We now use Lemmas 4.4.13 and 4.4.14 to show that if the integral of φ is large enough,

the value of the predicate is positive on the whole pair. This allows us to induct in dimension,

and find an alternate proof of Theorem 4.5.5.

Theorem 4.5.12. For each definable predicate φ(x1, . . . , xn; y) and ε > γ ≥ 0, there exist

definable predicates ψi(xi; zi) and δ > 0 such that if µ1 ∈ Mx1(M), . . . , µn ∈ Mxn(M) are

such that for i < n, µi is generically stable, and b ∈ My, for any product measure ω of

µ1, . . . , µn, if
∫
Sx1...xn (M)

φ dω ≥ ε, then there are di ∈ M zi such that φ(a1, . . . , an; b) ≥ γ

whenever ψi(ai; di) > 0 for each i, and
∫
Sxi (M)

ψi(xi; di) dµi ≥ δ for each i.

Proof. For a base case, we start with Corollary 4.5.11, and then applying Lemmas 4.4.13 and

4.4.14, recalling that all localizations of generically stable measures are generically stable by

Corollary 4.2.26.
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Now assume that this holds all predicates with variables partitioned in n pieces, and

consider φ(x1, . . . , xn, xn+1; y). We repartition it as φ(x1, . . . , xn;xn+1; y), and apply the

base case to this binary predicate, getting some ψ(x1, . . . , xn; z), ψn+1(xn+1; zn+1) such that

for any measures µ ∈Mx1...xn(M), µn+1 ∈Mxn+1(M) with µ generically stable, any product

measure ω of µ, µn+1, and any c ∈ My, if
∫
Sx1...xn+1 (M)

φ(x1, . . . , xn+1; c) dω ≥ ε, then there

are d ∈ M z, dn+1 ∈ M zn+1 such that φ(a1, . . . , an+1; c) ≥ γ whenever ψ(a1, . . . , an; d) > 0

and ψn+1(an+1; dn+1) > 0, and as far as integrals,
∫
Sx1...xn (M)

ψ(x1, . . . , xn; d) dµ ≥ δ0 and∫
Sxn+1 (M)

ψn+1(xn+1; dn+1) dµn+1 ≥ δ0.

Now we can apply the induction hypothesis to ψ(x1, . . . , xn; z), giving us predicates

ψi(xi; zi) for 1 ≤ i ≤ n and some δ1 > 0 such that such that for any measures µi ∈Mxi(M)

with each µi generically stable, any product measure ω of the µis, and any d ∈ M z, if∫
Sx1...xn (M)

ψ(x1, . . . , xn; d) dω ≥ δ0 there are di ∈ M zi such that ψ(a1, . . . , an; d) > 0 when-

ever ψi(ai; di) > 0 for each i, and for each i,
∫
Sxi (M)

ψi(xi; di) dµi ≥ δ1.

We now let δ = min(δ0, δ1). For any c ∈My, generically stable measures µi ∈Mxi(M) for

1 ≤ i ≤ n, and measure µn+1 ∈Mxn+1(M), and any product measure ω of the µis, we let µ

be the restriction of ω to the variables x1 . . . xn. As µ is a product measure of the µ1, . . . , µn,

and these measures are smooth, it is µ1 ⊗ · · · ⊗ µn, which is itself smooth. Thus there are

d, dn+1 such that on the support of ψ(x1, . . . , xn; d)ψn+1(xn+1; dn+1), φ(x1, . . . , xn; c) ≥ γ,∫
Sxn+1 (M)

ψn+1(xn+1; dn+1) dµn+1 ≥ δ0 ≥ δ, and
∫
Sx1...xn (M)

ψ(x1, . . . , xn; d) dµ ≥ δ0. From this

last integral, we see that there are di for 1 ≤ i ≤ n such that on the support of
∏n

i=1 ψi(xi; di),

ψ(x1, . . . , xn; d) > 0, so on the support of
∏n+1

i=1 ψi(xi; di), φ(x1, . . . , xn; c) ≥ γ. Also, for each

i,
∫
Sxi (M)

ψi(xi; di) dµi ≥ δ1 ≥ δ.

Now by the equivalences in the proof of Theorem 4.4.10, this gives us another proof of

Theorem 4.5.5.
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4.5.3 Equipartitions

In classical logic, by [CS18, Corollary 5.14] and [Sim16, Proposition 3.3], distal regularity

partitions can be chosen to be equipartitions, where the measures of each piece are approxi-

mately equal. In the case of [0, 1]-valued partitions of unity, it is trivial to split a partition

of unity into pieces of approximately equal integral. However, it is not so easy to repartition

a partition into sets of approximately equal measure, and this will require uniform cutting

of generically stable measures. In this subsection, we check that we can modify our results

about constructible partitions to work with equipartitions in a uniformly constructible way.

Lemma 4.5.13. In a distal structure M , if µ ∈Mx(M) is a generically stable measure and

p ∈ Sx(M) a type with µ({p}) > 0, then p is realized in M .

Proof. By Theorem 4.5.2, µ is smooth, so by Corollary 4.2.26, the localization measure

µ{p} = δp is smooth as well. A type that is smooth over M as a measure is realized in

M , because any nonrealized type has multiple realizations, each of which would be a valid

extension.

Lemma 4.5.14. Any distal structure M uniformly cuts generically stable measures. That

is, for every definable predicate φ(x; y) and ε > 0, there is a definable predicate χ(x; z) such

that if µ ∈Mx(M) is a measure such that for all a ∈Mx, µ({a}) = 0, and 0 ≤ r ≤ µ(φ(M)),

then there exists c ∈M z with |µ(φ(M) ∩ χ(M ; c))− r| ≤ ε.

Proof. It suffices to show this for the trivial predicate φ(x) = 0, because we can simply

replace µ with its localization to φ(M), and replace r with r
µ(φ(M))

. This works unless

µ(φ(M)) = 0, when this is still trivial.

Now fix µ. Let p ∈ Sx(M) be a type. Assume for contradiction that µ({p}) > 0. Then

by Lemma 4.5.13, p is realized, contradicting our assumption on µ, so µ({p}) = 0, and µ is

atomless. As µ is also regular, if p ∈ Sx(M), then there must be an open set U ⊆ Sx(M)

containing p such that µ(U) < ε. We can express U as ψ(x) < δ for some M -definable
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predicate ψ(x) and δ ∈ [0, 1]. As ψ(p) < δ, there is some ψ(p) < δ′ < δ, so if we let Up be

the open set defined by ψ(x) < δ′, and let Fp be the closed set defined by ψ(x) ≤ δ′, we find

that p ∈ Up ⊆ Fp and µ(Fp) ≤ µ(U) ≤ ε.

By compactness, Sx(M) can be covered with finitely many open sets Up. In fact, there

is some K where in can be covered with at most K many open sets Up, where the sets

Fp are uniformly definable as χ(M ; c) for various parameters c ∈ M z. We show this by

contradiction. For each finite set F of pairs (K,χ(x; z)), find a generically stable measure µF

such that this fails for each (K,χ) ∈ F . By taking an ultraproduct of these counterexamples

according to an appropriate ultrafilter, as in the proof of Lemma 4.5.4, we find a generically

stable measure µ such that this fails for every K and every definable predicate χ1(x; z). This

gives a contradiction, as for every µ, there is some finite cover of open sets Up contained in

closed sets Fp, and by the standard coding tricks, a single formula χ1(x; z) can be used for

each Fp in the finite cover.

We can then find a formula χ(x; z) such that for any k ≤ K and any c1, . . . , ck, there

is some c such that χ(M ; c) =
⋃
i≤k χ1(M ; ci). We can cover Sx(M) with closed sets

χ1(M ; c1), . . . , χ1(M ; cK), each of measure at most ε, and assume that c1, . . . , ck form a mini-

mal subset such that µ(
⋃k
i=1 χ(M ; ck)) ≥ r. By minimality, we have that |µ(

⋃k
i=1 χ(M ; ck))−

r| ≤ ε.

Lemma 4.5.15. Any distal structure M uniformly cuts finite sets. That is, for every de-

finable predicate φ(x; y) and ε > 0, there is a definable predicate χ(x; z) such that for any

sufficiently large finite set A ⊆ Mx, any b ∈ My, and any 0 ≤ m ≤ |φ(A; b)|, either

|φ(A; b) = 0| or there is some c ∈M z such that

∣∣∣∣ |φ(A; b) ∩ χ(A; c)|
|φ(A; b)|

− m

|φ(A; b)|

∣∣∣∣ ≤ ε.

Proof. It is enough to show this for φ(x; y) which is uniformly 0. Specifically, we will show

that for all ε > 0, there is a definable predicate χ(x; z) such that for any sufficiently large
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finite set A ⊆Mx, any b ∈My, and any r ∈ [0, 1], there is some c ∈M z such that

∣∣∣∣ |χ(A; c)|
|A|

− r
∣∣∣∣ ≤ ε.

We can then apply this with φ(A; b) in place of A, and r = m
|φ(A;b)| .

Assume for contradiction that this does not hold. Let (An, rn) : n ∈ N be a sequence of

counterexamples, with |An| ≥ n for each n. That is, for any predicate χ(x; z), any c ∈ M z

and any n ∈ N, ∣∣∣∣ |χ(An; c)|
|An|

− rn
∣∣∣∣ > ε.

Now let µn be the uniform measure on An for each n. Fix a nonprincipal ultrafilter

on N, and let µ be the ultraproduct of the µns, and r ∈ [0, 1] be the ultralimit of the

rns. Then µ is a generically stable measure with µ({c}) = 0 for each c. Thus Lemma

4.5.14 applies. Let χ(x; z) be as given by that lemma, but with ε
2

substituted for ε. Then

there exists some sequence (cn : n ∈ N) such that if c is the element of the ultraproduct

representing that sequence, |µ(χ(M ; c))− r| ≤ ε
2
, and thus also on a large set of indices n,

|µ(χ(M ; cn))− rn| < ε. However, for each such n,

|µ(χ(An; cn))− rn| =
∣∣∣∣ |χ(An; cn)|
|An|

− rn
∣∣∣∣ ,

contradicting the choice of (An, rn).

Having seen that distal structures uniformly cut finite sets, we can make the partition in

Corollary 4.5.6 a uniformly constructible equipartition, as in [CS18, Corollary 5.14].

Corollary 4.5.16. Let φ(x1, . . . , xk) be a definable predicate where each xi is a copy of the

same variable tuple x, and fix ε > 0. Then there is a constructible predicate ψ(x; z) and

some C > 0 such that the following holds:

For any generically stable measure µ ∈Mx(M) such that µ({a}) = 0 for all a ∈Mx, and

210



any γ, δ > 0, ψ defines a constructible (ε, δ)-distal regularity partition P of Mx of size at

most O(δ−C), such that each cell in P is uniformly (in terms of φ, ε, δ, γ) constructible over

a set of parameters of size O(δ−C), such that for any two sets A,B ∈ P , |µ(A)−µ(B)| ≤ γ.

Proof. We start with ψ(x; z) and C > 0 as given by Theorem 4.5.5, with ε
2

playing the role

of ε. (This ψ and C will not be the final ψ and C.) Fix µ, γ, δ.

We can use the same repartitioning argument from the proof of [CS18, Corollary 5.14]

to form an equipartition, using the predicate χ from Lemma 4.5.14 to cut the measure µ.

The resulting equipartition will consist of boolean combinations of pieces from the previous

partition and χ-zerosets, and thus with the usual coding tricks, are uniformly constructible.

211



CHAPTER 5

Examples of Distal Metric Structures

5.1 Introduction

This chapter, joint work with Itäı Ben Yaacov, provides examples of distal metric structures,

and contrasts them with notable non-examples observed by James Hanson. We also give a

statement, in Section 5.2 of the strong Erdös-Hajnal property for metric structures. This

property of distal structures, unlike distality, passes to reducts, and we will provide an

example of a stable metric structure that still has this property.

In Section 5.3, we examine certain metric valued fields. These structures are constructed

by taking a field with valuation in R≥0, and incorporating the valuation metric into the

metric structure. In [Ben14], theories of algebraically and real closed metric valued fields

are developed. In Section 5.3, we show, using the indiscernible sequence definition, that real

closed metric valued fields are distal. We also show that algebraically closed metric valued

fields are interpretable in real closed metric valued fields, from which we conclude that these

have the strong Erdös-Hajnal property, although they are stable and thus not distal.

Section 5.4 explores a fundamentally different distal metric theory, which we call dual

linear continua. Models of this theory consist of the set of functions from some linear

continuum (such as the linear order [0, 1]) to [0, 1] which are continuous, nondecreasing, and

surjective, with a particular structure placed upon them. In the case of the linear continuum

[0, 1], the automorphism group of this structure is the group of increasing homeomorphisms

from [0, 1] to itself. This structure had been studied before in [Ben18] and in [Iba16], where
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it had been shown to be NIP but decidedly not stable. We show that in fact, the structure

is distal, both by studying its indiscernible sequences and by constructing explicit distal cell

decompositions.

Finally, in Section 5.5, we examine some metric structures which are NIP but not distal,

suggested by James Hanson. These include any metric structure expanding a Banach space,

and in particular the Keisler randomization of any (metric) structure. This shows that unlike

stability [BK09] or NIP [Ben09], distality is not preserved by taking randomizations.

5.2 Strong Erdős-Hajnal

In addition to considering examples of distal metric structures, we will identify interesting

reducts of distal metric structures. Even if these reducts are no longer distal, they will retain

properties such as the strong Erdős-Hajnal property. In [CS18], it was shown that distality

is equivalent to the definable strong Erdős-Hajnal property, which implies the strong Erdős-

Hajnal property for all of its reducts. This characterization of distality was extended to

metric structures in [And23c], and we will now describe the strong Erdős-Hajnal property for

reducts of distal metric structures. We define homogeneity for sets and definable predicates

as in [And23c]:

Definition 5.2.1. For i = 1, . . . , n, let Ai ⊆Mxi , let φ(x1, . . . , xn) be a definable predicate

(possibly with parameters) and let ε > 0. Then we say that (Ai : 1 ≤ i ≤ n) is (φ, ε)-

homogeneous when for all (ai : i ∈ I), (a′i : i ∈ I) ∈ A1 × · · · × An, |φ(a1, . . . , an) −

φ(a′1, . . . , a
′
n)| ≤ ε.

If for 1 ≤ i ≤ n, ψi(xi) are definable predicates (possibly with parameters), we say that

(ψi(xi) : 1 ≤ i ≤ n) are (φ, ε)-homogeneous when the supports ψi(xi) > 0 are.

Fact 5.2.2 ([And23c, Corollary 4.5.7]). A theory T of continuous logic is distal if and only

if every definable predicate φ(x1, . . . , xn; y) has the definable strong Erdős-Hajnal property:
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For every ε > 0, there exist definable predicates ψi(xi; zi) and δ > 0 such that if µ1 ∈

Mx1(M), . . . , µn ∈ Mxn(M) are such that for i < n, µi is generically stable, and b ∈ My,

then for any product measure ω of µ1, . . . , µn, there are di ∈ M zi such that ψi(xi; di) are

(φ(x; b), ε)-homogeneous and
∫
Sxi (M)

ψi(xi; di) dµi ≥ δ for each i.

As all counting measures are generically stable, we can deduce the following:

Lemma 5.2.3. Assume T is a distal theory in continuous logic. If φ(x1, . . . , xn) is a definable

predicate with parameters, then φ has the strong Erdős-Hajnal property: Then for every ε > 0,

there is some δ > 0 such that if A1, . . . , An are finite subsets of Mx1 , . . . ,Mxn respectively,

then there are B1, . . . , Bn with Bi ⊆ Ai and |Bi| ≥ δ|Ai| such that (Bi : 1 ≤ i ≤ n) is

(φ, ε)-homogeneous.

Lemma 5.2.4. The strong Erdős-Hajnal property is closed under continuous combinations:

if for 1 ≤ j ≤ n, definable predicates φj(x) = φj(x1, . . . , xm) have the strong Erdős-Hajnal

property, and u : [0, 1]n → [0, 1] is continuous, then u(φ1(x), . . . , φn(x)) also has the strong

Erdős-Hajnal property.

Proof. Fix ε > 0, and Ai ⊆ Mxi finite for each 1 ≤ i ≤ m. By continuity, let δ > 0 be

such that if a, b ∈ [0, 1]n have maxi |ai − bi| ≤ δ in the sup metric, then |u(a) − u(b)| ≤ ε.

By the strong Erdős-Hajnal property of φ1, . . . , φn, there is some γ > 0 such that for each

1 ≤ j ≤ n, if Bi ⊆Mxi are finite, there are Ci ⊆ Bi with |Ci| ≥ γ|Bi| such that (C1, . . . , Cm)

are (φj, δ)-homogeneous. Thus we can set A0
i = Ai, and recursively define Aji such that

Aji ⊆ Aj−1
i , |Aji | ⊆ γ|Aj−1

i |, and (Aj1, . . . , A
j
m) is (φj, δ)-homogeneous. Then (An1 , . . . , A

n
m)

will be (φj, δ)-homogeneous for all 1 ≤ j ≤ n, and thus also (u(φ1, . . . , φn), ε)-homogeneous.

Also, |Ani | ≥ δn|Ai|, and δ did not depend on the choice of Ai.

Lemma 5.2.5. The strong Erdős-Hajnal property is closed under uniform limits: if for

j ∈ N, definable predicates φj(x) = φj(x1, . . . , xm) have the strong Erdős-Hajnal property

and converge uniformly to φ(x), then φ(x) also has the strong Erdős-Hajnal property.
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Proof. Fix ε > 0. Let N be large enough that supx |φN(x) − φ(x)| ≤ ε
3
. Then let δ > 0 be

such that if Bi ⊆Mxi are finite, there are Ci ⊆ Bi with |Ci| ≥ δ|Bi| such that (C1, . . . , Cm)

are
(
φN ,

ε
3

)
-homogeneous. Then if we fix Ai ⊆ Mxi finite for each 1 ≤ i ≤ m, there are

Bi ⊆ Ai for each i with |Bi| ≥ |Ai| and for all a, b ∈ B1 × · · · ×Bm, we have |φ(a)− φ(b)| ≤

|φ(a)− φN(a)|+ |φN(a)− φN(b)|+ |φN(b)− φ(B)| ≤ ε.

These lemmas show that in a quantifier-elimination language, to determine if all definable

predicates in a structure have the strong Erdős-Hajnal property, it suffices to check for atomic

formulas.

We can also reduce checking the ε-strong Erdős-Hajnal property for all ε to a simpler

criterion.

Lemma 5.2.6. A definable predicate φ(x1, . . . , xn) has the strong Erdős-Hajnal property if

and only if for all 0 ≤ r < s ≤ 1, there is some δ > 0 such that such that if A1, . . . , An

are finite subsets of Mx1 , . . . ,Mxn respectively, then there are B1, . . . , Bn with Bi ⊆ Ai and

|Bi| ≥ δ|Ai| such that either for all b ∈ B1× · · ·×Bn, φ(b) < s, or for all b ∈ B1× · · ·×Bn,

φ(b) > r.

Proof. Suppose φ has the strong Erdős-Hajnal property, fix 0 ≤ r < s ≤ 1, and let 0 < ε <

s− r. Then we can find B1, . . . , Bn of adequate size that are ε-homogeneous, implying that

either φ(b) > r or φ(b) < s is true for all b ∈ B1 × · · · ×Bn.

Conversely, assume this new condition holds. We will prove for each n that φ has the

1
n
-strong Erdős-Hajnal property. By taking a finite minimum, we can find δ > 0 such that

for all 0 ≤ i < n, given A1, . . . , An, there are Bi ⊆ Ai and |Bi| ≥ δ|Ai| such that either for

all b ∈ B1× · · · ×Bn, φ(b) < i+1
n

, or for all b ∈ B1× · · · ×Bn, φ(b) > i
n
. Then by a recursive

application of this property for each r = i
n
, i+1
n

, we can find Bi ⊆ Ai with |Bi| ⊆ δn|Ai| that

satisfy this property for each (r, s) simultaneously. Thus there must be some i such that

b ∈ B1 × · · · ×Bn, i
n
≤ φ(b) ≤ i+1

n
, so B1 × · · · ×Bn is

(
φ, 1

n

)
-homogeneous. It would suffice
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to reduce the size of the sets only log n times by a binary search method, improving the

constants if necessary.

Before trying to determine which metric structures have the strong Erdős-Hajnal property

for all definable predicates, it makes sense to ask whether the metric has this property. This

is true for ultrametrics.

Lemma 5.2.7. Let (X, d) be a bounded ultrametric space. The metric d(x, y) has the strong

Erdős-Hajnal property.

Proof. Fix 0 ≤ r < 1, and let A,B ⊆ X be finite. We will show that there are A0 ⊆ A,B0 ⊆

B with |A0| ≤ 1
3
|A| and |B0| ≤ 1

3
|B| such that either for all (a, b) ∈ A0 × B0, d(a, b) ≤ r, or

for all (a, b) ∈ A0 ×B0, d(a, b) > r.

By the ultrametric criterion, A ∪B can be covered with disjoint closed r-balls. Thus let

A = A1 ∪ · · · ∪An and B = B1 ∪ · · · ∪Bn, where A1 ∪B1 is contained in a closed r-ball, but

for i 6= j, if u ∈ Ai∪Bi and v ∈ Aj ∪Bj, then d(u, v) > r. If there is some i with |Ai| ≥ 1
3
|A|

and |Bi| ≥ 1
3
|B|, then we can let A0 = Ai and B0 = Bi. Let S ⊆ {1, . . . , n} be the set of all

i such that |Ai||A| ≥
|Bi|
|B| . We can see that

∑
i∈S

|Ai|
|A| ≥

∑
i∈S

|Bi|
|B| = 1−

∑
i 6∈S

|Bi|
|B| , from which we

can deduce that either
∑

i∈S
|Ai|
|A| ≥

1
2

or
∑

i 6∈S
|Bi|
|B| ≥

1
2
. Without loss of generality, assume

the former. In this case, choose a minimal set S ′ ⊆ S with
∑

i∈S′
|Ai|
|A| ≥

1
3
. By minimality,

for any one i′ ∈ S ′,
∑

i∈S′,i 6=i′
|Ai|
|A| <

1
3
, and thus

∑
i∈S′,i 6=i′

|Bi|
|B| ≤

1
3
. By assumption, either

|Ai′ | < 1
3
|A| and |Bi′| < 1

3
|B|. As i′ ∈ S, meaning

|Ai′ |
|A| ≥

|Bi′ |
|B| , we can deduce that

|Bi′ |
|B| <

1
3
,

so
∑

i∈S′
|Bi|
|B| ≤

2
3
, and

∑
i 6∈S′

|Bi|
|B| ≥

1
3
. Thus we can let A0 = ∪i∈S′Ai and let B0 = ∪i 6∈S′Bi,

and get |A0| ≥ 1
3
|A| and |B0| ≥ 1

3
|B|. If a ∈ A0 and b ∈ B, then there are i ∈ S ′ and j 6∈ S ′

with a ∈ Ai and b ∈ Bj, so as i 6= j, d(a, b) > r.
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5.3 Valued Fields

In [Ben14], Ben Yaacov set up a framework for studying fields with (R≥0, ∗)-valued valuations

as metric structures. More specifically, the metric structures are projective spaces over such

fields.

Definition 5.3.1. Given a field K, let KPn denote the n-dimensional projective space over

K, whose elements we write in homogeneous coordinates as [x0 : x1 : · · · : xn], which we will

generally assume satisfy maxi |xi| = 1.

Let LP1 be the language considering of the constant symbol ∞ and, for each n ∈ N and

each polynomial P (x1, . . . , xn) ∈ Z[x1, x1, . . . , xn], a relation symbol ||P (x̄)||.

Given a field K with a multiplicative valuation | · | taking values in R≥0, we interpret

KP1 as an LP1-structure as follows, using homogeneous coordinates:

d([a : a∗], [b : b∗]) = |ab∗ − a∗b|

∞ = [1 : 0]

||P ([a1 : a∗1], . . . , [an : a∗n])|| = |P h(a1, . . . , an, a
∗
1, . . . , a

∗
n)|,

where P h is the homogenization of P .

Fact 5.3.2 ([Ben14, Theorem 1.8]). There is a theory MV F in the language LP1, whose

models are (up to isomorphism) exactly the projective lines of valued fields with complete

valuation.

We also can consider a language with more sorts, to encompass all projective spaces over

K in one structure:

Definition 5.3.3. Let LP be the language with sorts (P n : n ∈ N) with the following

symbols:

• For each m,n, a function ⊗ : Pm × Pn → Pn+m+nm
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• For each A ∈ SLn+1(Z), a function A : Pn → Pn

• For each n, a predicate symbol || · || on Pn.

Given any field K with a multiplicative valuation | · | taking values in R≥0, we construct

an LP-structure KP by interpreting Pn as KPn. We interpret the ⊗ symbols as Segre

embeddings, interpret the special linear transformation symbols with their natural action on

Kn+1, each of which respects the quotient relation that defines KPn. We can then define

the other symbols by

||[a0 : · · · : an]|| = |a0|

d(a, b) = max
i<j
|aibj − ajbi|.

Fact 5.3.4. The LP-structure KP and LP1-structure KP1 induced by a valued field K are

biinterpretable.

The theory MV F admits a natural algebraically closed completion:

Fact 5.3.5 ([Ben14, Lemma 2.2]). There is a LP1-theory ACMV F whose models are precisely

the projective lines over algebraically closed fields with nontrivial complete valuations.

To define the theory of real closed metric valued fields, we extend the language:

Definition 5.3.6. Extend LP1 to the language LoP1 by adding a for each such polynomial

P (x1, . . . , xn) an extra symbol 〈P (x̄)〉, which we interpret as

〈P (x̄)〉 = d(P (x̄), Sq),

where Sq is the (closed in any metric valued field) set of squares.

In a real closed ordered field, Sq is also the set of nonnegative elements, so we can naturally

think of this as encoding a linear ordering. This gives rise to the languages RCMV F and

ORCMV F of (ordered) real closed metric valued fields:
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Fact 5.3.7 ([Ben14, Proposition 3.6, Theorem 3.11]). There are a LP1-theory RCMV F and

a LoP1-theory ORCMV F such that the models of RCMV F are exactly the projective lines of

real closed fields with complete non-trivial valuations, and models of ORCMV F are exactly

the projective lines of such fields where the extra predicate is the distance predicate to the set

of nonnegative elements.

Furthermore, any model of RCMV F admits a unique expansion modelling ORCMV F .

In this expansion, the extra predicate is the distance predicate to the set of nonnegative

elements.

We can now show that these theories are distal.

Theorem 5.3.8. RCMVF is distal.

Proof. By Theorem 3.5.22, it suffices to check that if (ai : i ∈ Q) + b + (cj : j ∈ Q) is an

indiscernible sequence, with (ai : i ∈ Q) + (cj : j ∈ Q) indiscernible over a singleton d, then

(ai : i ∈ Q) + b+ (cj : j ∈ Q) is indiscernible over d also.

Let i0 < · · · < in−1 ∈ Q and in+1 < · · · < i2n ∈ Q. We will show that for all in > in−1, and

all ϕ(x; y0, . . . , y2n), ϕ(d; ai0 , . . . , ain , cin+1 , . . . , ci2n) = ϕ(d; ai0 , . . . , ain−1 , b, cin+1 , . . . , ci2n).

By quantifier elimination, it suffices to show that if ϕ(x; y0, . . . , y2n) is an atomic LoP1-

formula of either the form ‖P (x; ȳ)‖ or 〈P (x; ȳ)〉, then � ϕ(d; ā) = ϕ(d; ā′), whenever ā and

ā′ are increasing sequences of length 2n+1 in (ai : i ∈ Q)+b+(cj : j ∈ Q). As in the proof of

[Ben14, Theorem 3.12], we find that ϕ(x; ȳ) is a continuous combination of things of the form

|x− f(ȳ)| and 〈x−f(ȳ)〉, where f is a partial ∅-definable function. Thus it will suffice to show

the desired result for ϕ of those forms. Given y, let f0(y) = f(ai0 , . . . , ain−1 , y, cin+1 , . . . , ci2n).

We wish to show that |d− f0(y)| and 〈d− f0(y)〉 are constant on the indiscernible sequence

I = (ai : i > in−1) + b+ (ci : i < in+1. The sequence f0(y) : y ∈ I will itself be indiscernible,

and thus monotone, and f0(y) : y ∈ I\{b} is indiscernible over d, so |d− f0(y)| and 〈d−f0(y)〉

are constant over I \ {b}.As for any values r, s, the set of y such that |d− f0(y)| = r and
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〈d−f0(y)〉 = s is order-convex, we see that |d− f0(y)| and 〈d−f0(y)〉 must also be constant

on all of I as desired.

It is also possible to interpret ACMVF(0,0) in RCMVF, and thus show the (not definable)

strong Erdős-Hajnal property for that stable theory. In general, if K is a metric valued field,

it is complete and thus Henselian, so if L/K is a finite-degree field extension, and thus L is a

metric valued field with the unique valuation extending the valuation on K. We claim that

L is interpretable in K, and as a consequence, ACMVF(0,0) is interpretable in RCMVF.

Theorem 5.3.9. Let K be a metric valued field, and let L be a finite extension of K, with

the unique valuation extending that of K. Then L is interpretable in K.

Proof. Let d = [L : K], and let α ∈ L be the root of a monic degree-d polynomial in K[X]

such that L = K(α).

Roughly speaking, we will represent an element W ∈ LP1 with two elements of KPd,

spelling out W and W−1 in the α-basis. From the construction of KP, we see that for any

homogeneous polynomial P ∈ Z[X0, . . . , Xd], |P (X0, . . . , Xd)|, evaluated at a representative

where
⋂d
i=0 |Xi| = 1, is a definable predicate on KPd without parameters. If instead P ∈

K[X0, . . . , Xd], this will be definable with parameters.

Our interpretation will use the element [X0 : · · · : Xd] ∈ KPn to represent [
∑

i=0Xiα
i :

Xd] ∈ LP1. This is well-defined, and it is surjective because any [Y : 1] can be represented by

some [X0 : · · · : Xd−1 : 1], and the single point at infinity [1 : 0] can be represented by [1 : 0 :

· · · : 0]. We wish to show that for any polynomial P ∈ Z[Y1, . . . , Yn, Y
∗

1 , . . . , Y
∗
n ], the predicate

||P ||, evaluated at [X01 : · · · : Xd1], . . . , [X0n : · · · : Xdn], is a definable predicate. To do this,

we will first show that for any polynomial Q ∈ Z[Y1, . . . , Yn, Z1, . . . , Zn], homogeneous in

each pair (Yi, Zi), the function

∣∣∣∣∣Q
(∑

i=0

Xi1α
i, . . . ,

∑
i=0

Xinα
i, Xd1, . . . , Xdn

)∣∣∣∣∣
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is a definable predicate. Then if P h is the homogenization of P , we can evaluate ||P || by

calculating ∣∣∣∣∣P h

(∑
i=0

Xi1α
i, . . . ,

∑
i=0

Xinα
i, Xd1, . . . , Xdn

)∣∣∣∣∣
and then correcting for the max norm |

∑
i=0Xijα

i| ∨ |Xdj| for each j, by dividing by the

appropriate power of |
∑

i=0 Xijα
i| ∨ |Xdj|, which is itself a nowhere-zero definable predicate,

as it is the maximum of the valuations of two homogeneous polynomials, namely |Yj| and

|Y ∗j |.

For all x ∈ L, we can understand the valuation |x| in terms of the norm |NL/K(x)| = |x|d,

as |NL/K(x)| = |
∏d

i=1 xi| = |x|d, where {x1, . . . , xd} are the conjugates of x under the

d automorphisms of L/K, each of which has |xi| = |x| by Henselianity of the complete

field K. The norm NL/K

(∑d−1
i=0 Xiα

i
)

can be defined as a determinant, and in particular

is a homogeneous degree d polynomial in K[X0, . . . , Xd−1], so if Q0, . . . , Qd−1 ∈ K[Xij :

0 ≤ i ≤ d, 1 ≤ j ≤ n] are polynomials homogeneous in each tuple (X0i, . . . , Xdi) of the

same multidegree (or zero), then NL/K

(∑d−1
i=0 Qiα

i
)

is itself a homogeneous polynomial in

K[Xij : 0 ≤ i ≤ d, 1 ≤ j ≤ n], so
∣∣∣∑d−1

i=0 Qiα
i
∣∣∣ =

∣∣∣NL/K

(∑d−1
i=0 Qiα

i
)∣∣∣1/d will be a definable

predicate. For each Q ∈ Z[Y1, . . . , Yn, Z1, . . . , Zn] is homogeneous in each pair (Yi, Zi), with

di = degYi(Q) + degZi(Q), then we can express

Q

(∑
i=0

Xi1α
i, . . . ,

∑
i=0

Xinα
i, Xd1, . . . , Xdn

)
=

d−1∑
i=0

Qiα
i,

where each Qi is homogeneous in each tuple (X0i, . . . , Xdi) with the same multidegree di =∑d
j=0 degXji Q, unless it is zero. Thus |Q| =

∣∣∣∑d−1
i=0 Qiα

i
∣∣∣ is definable.
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5.4 Dual Linear Continua

In [Ben18], Ben Yaacov analyzes an ℵ0-categorical metric structure whose homeomorphism

group is Hom+([0, 1]), the group of increasing homeomorphisms of [0, 1] under the topology

of uniform convergence. We call models of the theory of this structure dual linear continua,

because we will show that they are in correspondence with linear continua with endpoints,

which are characterized by the following definition and fact.

Definition 5.4.1. A linear continuum is a dense linear ordering with the least upper bound

property.

Fact 5.4.2. A linear order is connected in the order topology if and only if it is a linear

continuum, and it is connected and compact if and only if it is a linear continuum with

endpoints.

Definition 5.4.3. Given a linear ordering L, let ML be the set of functions f : L → [0, 1]

such that

• f is nondecreasing,

• f is continuous with respect to the order topology on L,

• infx f(x) = 0,

• supx f(x) = 1.

We give ML the sup metric.

In [Ben18], M[0,1] is given additional structure, which makes its automorphism group

Hom+([0, 1]). If f ∈ Hom+([0, 1]), then f acts on M[0,1] by composition, sending g ∈ M[0,1]

to g ◦ f−1 ∈ M[0,1]. In order to describe the analogous structure on ML for other linear

orders, we will first describe the type spaces of this structure.
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Lemma 5.4.4. The type tp(f1, . . . , fn) is determined exactly by the image of the function

(f1, . . . , fn) : [0, 1]→ [0, 1]n.

Proof. In [Ben18], it is shown that the type of (f1, . . . , fn) is determined by the function

(g1, . . . , gn) such that 1
n

∑n
i=1 fi = id and (g1, . . . , gn) ◦

(
1
n

∑n
i=1 fi

)
= (f1, . . . , fn). This

correspondence is a homomorphism between the space of such function tuples and the space

of types. The function (g1, . . . , gn) has the same image as (f1, . . . , fn), so the type of a tuple

determines its image.

We now consider two tuples (f1, . . . , fn) and (g1, . . . , gn) with the same image, and show

that they have the same type. We may assume that 1
n

∑n
i=1 fi = 1

n

∑n
i=1 gi = id, and

show that the tuples are equal. For any t ∈ [0, 1], there is some t′ ∈ [0, 1] such that

(f1(t), . . . , fn(t)) = (g1(t′), . . . , gn(t′)). However,
∑n

i=1 fi(t) = nt and
∑n

i=1 fi(t
′) = nt′, so

t = t′, and the tuples are equal.

Given that correspondence, if p ∈ Sn(∅) is a type in this theory, let im(p) be the image of

any realization of p in (M[0,1])
n. (Such a realization exists because M[0,1] is ℵ0-categorical and

thus ℵ0-saturated.) We will use this characterization to understand the topology and metric

on the type space, but first, some simple topological lemmas. (Recall that while in general,

the metric on a type space does not induce the topology, it does in the ℵ0-categorical case.)

Definition 5.4.5. If I is a set, give [0, 1]I the product order defined by (xi : i ∈ I) ≤ (yi :

i ∈ I). A chain from 0 to 1 in [0, 1]I is a set C ⊆ [0, 1]I which is a chain in the product

order and contains the constant tuples with values 0 and 1.

Lemma 5.4.6. Let I be a set, and let C ⊆ [0, 1]I be a chain from 0 to 1. Then the subset

topology on C is the order topology, and C is compact.

Proof. First, we note that for each i ∈ I, r ∈ [0, 1], there is some f ∈ C such that f(i) = r.

If not, then we may partition C with the two disjoint open sets {f ∈ C : f(i) < r} and
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{f ∈ C : f(i) > r}, contradicting connectedness.

To show the topologies agree, it suffices, without loss of generality, to show that for f ∈ C,

the closed interval [0, f ] ⊆ C is closed in the subset topology, and that for any r ∈ [0, 1] and

i ∈ I, the set {f ∈ C : f(i) ≤ r} is closed in the order topology.

By definition, the closed interval [0, f ] is the set
⋂
i∈I{g ∈ C : g(i) ≤ f(i)}, which is

closed in the subset topology.

Meanwhile, {f ∈ C : f(i) ≤ r} =
⋂
g∈C:g(i)>r[0, g]. For each g ∈ C with g(i) > r,

it follows that {f ∈ C : f(i) ≤ r} ⊆ [0, g] because C is linearly ordered. Also, for each

s ∈ (r, 1], there is some g ∈ C with g(i) = s, so
⋂
g∈C:g(i)>r[0, g] ⊆ {f ∈ C : f(i) ≤ r}.

In the order topology, by Fact 5.4.2, connectedness and endpoints imply compactness.

Lemma 5.4.7. Let I be a countable set. Then if C ⊆ [0, 1]I is a connected chain from 0

to 1, then there are continuous, surjective, nondecreasing functions (fi : i ∈ I) such that

im(fi : i ∈ I) = C.

Proof. By taking a bijection, we may assume that I is an initial segment of N. If I =

{0, . . . , n}, we let C ′ be the set of all c ∈ [0, 1]N such that c �I∈ C. This is clearly also a

chain from 0 to 1, which is connected because it is the image of C under a continuous map

that just duplicates coordinates. If C ′ is compact, then C is also the image of C ′ under a

continuous map that deletes coordinates, so C is compact. If there are continuous, surjective,

nondecreasing functions (fi : i ∈ N) such that im(fi : i ∈ I) = C ′, then (fi : i ≤ n) will

suffice for C, so we may assume that I = N.

Define g : C → [0, 1] by g(c) =
∑

i c(i)2
−i. This is a strictly increasing continuous

function, which attains values 0 and 1. Because it is defined on a connected set, its image

is connected, so g is surjective. Because C is a chain and g is strictly increasing, g is also

injective, so it is a homeomorphism as its domain and codomain are compact Hausdorff.

Thus we can let each fi be the ith coordinate map of g−1. These are continuous, surjective,

and nondecreasing, and (fi : i ∈ I) = g−1, whose image is C.
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We now characterize the type spaces.

Lemma 5.4.8. The map im is an isometry between the type space Sn(∅) in the theory of

M[0,1], and the set of all connected chains from 0 to 1 in [0, 1]n, given the Hausdorff metric

as compact subsets of [0, 1]n, itself given the sup metric.

Proof. First we confirm that the image of im is what we claim, and then we will show that

im, as a function to the set of compact subsets of [0, 1]n with the Hausdorff metric, is an

isometry. This is an injective continuous map between compact Hausdorff spaces, so it is a

homeomorphism onto its image, and the rest of the lemma will follow from these two claims.

Clearly if (f1, . . . , fn) ∈ Mn, then im(f1, . . . , fn) is a connected chain from 0 to 1. If

P ⊆ [0, 1]n is a connected chain from 0 to 1, then by Lemma 5.4.7, there is some (f1, . . . , fn) :

[0, 1] → [0, 1]n with P as its image, and each fi continuous, surjective, and nondecreasing.

Thus P = im(f1, . . . , fn) and f1, . . . , fn ∈ Mn
[0,1], so such sets are exactly the images of

n-types over M .

Now we check that the metric coincides with the metric on types. Let p, q ∈ Sn(∅). First

we show that d(im(p), im(q)) ≤ d(p, q). As

d(im(p), im(q)) = max

(
sup
x∈p

d(x, im(q)), sup
y∈im(q)

d(y, im(p))

)

and d(p, q) = inf f̄ ,ḡ:tp(f̄)=p,tp(ḡ)=q d(f̄ , ḡ), it suffices to show, without loss of generality, that

for each f̄ , ḡ such that tp(f̄) = p, tp(ḡ) = q, and each x ∈ im(p), d(x, im(q)) ≤ d(f̄ , ḡ). Let

t be such that x = (f̄)(t). Then

d(x, im(q)) ≤ d(f̄(t), ḡ(t)) ≤ d(f̄ , ḡ).

It now suffices to show that there exist f̄ , ḡ with tp(f̄) = p, tp(ḡ) = q such that d(f̄ , ḡ) ≤

d(im(p), im(q)). Let f̄ ∗, ḡ∗ be such that tp(f̄ ∗) = p, tp(ḡ∗) = q, and 1
n

∑n
i=1 f

∗
i = 1

n

∑n
i=1 g

∗
i =

id. We will show that there exists a connected chain C ⊆ [0, 1]2 containing (0, 0) and (1, 1),
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such that for all (t, t′) ∈ C, d(f̄ ∗(t), ḡ∗(t′)) ≤ d(im(p), im(q)). By Lemma 5.4.7, there are

continuous, surjective, nondecreasing functions f ′, g′ such that im((f ′, g′)) = C. Then let

f̄ = f̄ ∗ ◦ f ′ and ḡ = ḡ∗ ◦ g′. We know that tp(f̄) = tp(f̄ ∗) = p and tp(ḡ) = tp(ḡ∗) = q, and

we know that for each t, (f ′(t), g′(t)) ∈ C, so d(f̄(t), ḡ(t)) ≤ d(im(p), im(q)), so these f̄ , ḡ

will suffice.

To construct the chain C, first assume without loss of generality that d(im(p), im(q)) =

supx∈im(p) d(x, im(q)). Then for all t ∈ [0, 1], let Yt = {t′ : d(f ∗(t), g∗(t′)) ≤ d(im(p), im(q))}.

This is a closed interval in im(q). It will always be nonempty by the assumption that

d(im(p), im(q)) = supx∈im(p) d(x, im(q)). For each t, let yt = minYt. Then t 7→ yt is a

nondecreasing function from [0, 1]→ [0, 1], so it is piecewise continuous with countably many

discontinuities. Thus filling in these discontinuities with countably many vertical intervals

turns the graph of this function into a path from (0, 0) to (1, 1), which we call C. It now

suffices to show that for all (t, t′) ∈ C, d(f̄ ∗(t), ḡ∗(t′)) ≤ d(im(p), im(q)), that is, t′ ∈ Yt. If

t′ = yt, this follows by definition, so we may assume that (t, t′) lies on one of the vertical

segments, so lims→t− ys ≤ t′ ≤ lims→t+ ys. Because {(t, t′) : t′ ∈ Yt} is closed, we find that

lims→t−(s, ys) and lims→t+(s, ys) are both points of {(t, t′) : t′ ∈ Yt}. Thus t′ lies between

two points in Yt, which is an interval, so t′ ∈ Yt.

Now we can define the structure on ML for any linear continuum with endpoints L, by

defining the type of any tuple in the type spaces Sn(∅) of the structure M[0,1], which from

this point on we simply call Sn.

Definition 5.4.9. Given a linear continuum with endpoints L and f1, . . . , fn ∈ ML, let

tp(f1, . . . , fn) be the unique type p with im(p) = im(f1, . . . , fn).

For this to genuinely define a structure onML, it suffices to check that for each C-Lipschitz

n-ary definable relation, which is interpreted as some h : Sn → [0, 1], that h◦tp : Mn
L → [0, 1]

is also C-Lipschitz. This follows from tp being a contraction. By the proof of Lemma

5.4.8, for any p, q ∈ Sn, d(p, q) = inf f̄ ,ḡ∈ML:tp(f̄)=p,tp(ḡ)=q d(tp(f̄), tp(ḡ)), so this is indeed a
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contraction.

As the finite-dimensional type spaces coincide with those of M[0,1], these structures are

all elementarily equivalent. We now characterize arbitrary type spaces over models of this

theory.

Lemma 5.4.10. Let x be a possibly infinite variable tuple. The type space Sx consists of all

connected chains from 0 to 1 in [0, 1]x.

Proof. The type space Sx is the topological inverse limit of all Sy where y is a finite subtuple

of x. Thinking of each Sy as the set of connected chains from 0 to 1 in [0, 1]y, the restriction

maps Sy → Sz for z ⊆ y are given by restricting variables of chains. This means that

Sx is homeomorphic to the inverse image of these spaces Sy as a subset of [0, 1]x, and it

suffices to determine which sets in [0, 1]x have connected chains as each finite projection.

Such sets are exactly inverse limits of directed systems of connected chains from 0 to 1 in

finite-dimensional spaces - that is, those sets whose projections to finite-dimensional spaces

are connected chains from 0 to 1. It is clear that such projections are chains from 0 to 1 if

and only if the original set is a chain from 0 to 1, and that the projections of a connected set

are all connected. It suffices now to show that a set X whose finite-dimensional projections

are connected chains from 0 to 1 is connected. Such a set X is an inverse limit of closed sets

by Lemma 5.4.7, so it is itself closed, and thus compact. Thus if X is disconnected, there

are basis open sets A,B such that X ∩ A,X ∩B partition X. However, using the standard

basis of the topology, this means there is a finite subtuple y of x and open sets A,B ⊆ [0, 1]y

such that A,B partition π(X), where π projects [0, 1]x onto [0, 1]y. This contradicts the

connectedness of π(X).

We can now fully characterize models of Th(M[0,1]).

Theorem 5.4.11. If M ≡ M[0,1], then M is isomorphic to ML for some linear continuum

with endpoints L.
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Proof. Let p ∈ SM be the type of M enumerated as a tuple, and let L = im(p). By

Lemma 5.4.10, this is a connected chain from 0 to 1, and is thus a linear continuum with

endpoints. We now define f : M → ML. If m ∈ M,x = (xm : m ∈ M) ∈ L, then we define

f(m)(x) = xm.

Let m1, . . . ,mn ∈ M . We wish to show that tp(m1, . . . ,mn) = tp(f(m1), . . . , f(mn)),

by showing the images of the types are equal. We know that im(tp(m1, . . . ,mn)) is just

the projection of L = im(p) onto the coordinates (m1, . . . ,mn), coinciding precisely with

im(tp(f(m1), . . . , f(mn))) = im(f(m1), . . . , f(mn)). As f preserves types, it is also an isom-

etry.

Let g ∈ML, fix n ∈ N, and then let x1 < · · · < xn ∈ L be such that for each i, g(xi) = i
n+1

for each 1 ≤ i ≤ n. Then for each 1 ≤ i < n, there is some mi with f(mi)(xi) < f(mi)(xi+1).

As the sequence 1
n−1

∑n−1
i=1 f(mi)(xj) for 1 ≤ j ≤ n is strictly increasing, there is a continuous

monotone bijection θ : [0, 1]→ [0, 1] such that for each 1 ≤ j < n, θ
(

1
n−1

∑n−1
i=1 f(mi)(xj)

)
=

j
n+1

, and also θ(0) = 0 and θ(1) = 1.

We claim that the function that sends g1, . . . , gn−1 ∈ M[0,1] to the function given by

t 7→ θ
(

1
n−1

∑n−1
i=1 gi(t)

)
is definable. To show this, we first show that the predicate taking

the average of n−1 elements of M[0,1] is definable, and then check that composition with θ is

definable. As shown in [Ben10a], it suffices to show that these functions are type-definable.

The graph of the average function, viewed as a subset of the type space, consists of all

connected chains from 0 to 1 through [0, 1]n contained in the closed subset xn = 1
n−1

∑n−1
i=1 xi.

The set of connected chains from 0 to 1 contained in a closed subset is closed, as the type

space topology on chains is given by the Vietoris topology. Thus the graph of the average

function is closed, as is the graph of composition with θ, consisting of all chains residing in

the (closed) graph of θ.

By the definability of this function, as M ≡ M[0,1], there is some m ∈ M such that

for each (a1, . . . , an; b) ∈ (m1, . . . ,mn;m), b = θ
(

1
n−1

∑n−1
i=1 ai

)
. Thus for each 1 ≤ j ≤ n,

f(m)(xj) = θ
(

1
n−1

∑n−1
i=1 f(mi)(xj)

)
= j

n+1
= g(xj). Thus for all x ∈ L, f(m)(x) and g(x)
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lie in a common interval
[

j
n+1

, j+1
n+1

]
, and thus d(f(m), g) ≤ 1

n+1
. Because f is an isometry

and M is complete, this shows us that f is a bijection. As f also preserves types, it is an

isomorphism.

5.4.1 Indiscernibles

The structure M[0,1] is known to be NIP and in a certain precise way, purely unstable.[Iba16,

Corollary 4.17] We will study its indiscernible sequences, and show that it is distal, in analogy

to the ℵ0-categorical structure (Q, <), whose automorphism group is Hom+(Q ∩ [0, 1]).

We now show that all types in the theory of M[0,1] are determined by types on two

variables.

Lemma 5.4.12. If p ∈ Sn, then p(x1, . . . , xn) is implied by
⋃
i<j p �xixj , where p �xixj is the

restriction of p to the variable tuple xixj.

In general, if p ∈ Sn and (a1, . . . , an) is such that for each i < j, (ai, aj) ∈ im(p �xixj),

then (a1, . . . , an) ∈ im(p).

Proof. Let p ∈ Sn(∅) be a type with (ai, aj) ∈ im(p �xixj) for each i < j. Let (f1, . . . , fn)

be a realization of p in Mn
[0,1]. Then consider the n closed intervals f−1

i ({ai}). Because

(ai, aj) ∈ im(p �xixj), the intervals f−1
i ({ai}) and f−1

j ({aj}) must nontrivially intersect.

Closed real intervals have the 2-Helly property - any family of intervals that intersect pairwise

has a nontrivial intersection, so (a1, . . . , an) must be in the image of (f1, . . . , fn).

If p, q are types such that for each i < j, p �xixj= q �xixj , then for each (a1, . . . , an) ∈

im(p), we know that for each i < j, (ai, aj) ∈ im(q �xixj), so (a1, . . . , an) ∈ im(q). Thus

p = q, and these types are determined by their restrictions to two variables.

We now analyze (possibly finite) indiscernible sequences in structures elementarily equiv-

alent to M[0,1]. Whenever M ≡M[0,1], by Theorem 5.4.11, we may assume that M = ML for

some linear continuum L.
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Lemma 5.4.13. Let L be a linear continuum with endpoints and let (fi : i ∈ I) be an

indiscernible sequence in one variable in ML, and let (ai : i ∈ I) ∈ im(fi : i ∈ I). Then

(ai : i ∈ I) is either nondecreasing or nonincreasing.

Proof. It suffices to show that if (f, g, h) ∈ M3
L is indiscernible, and there is some t0 ∈ L

such that (f, g, h)(t0) = (a, b, c), then a ≤ b ≤ c or a ≥ b ≥ c.

If b = c, this is trivial, so we may assume without loss of generality that b < c. By

indiscernibility, there also exists t1 such that (f, g)(t1) = (b, c). Then because g(t0) = b <

c = g(t1), we know that t0 < t1, and thus a = f(t0) ≤ f(t1) = b.

Lemma 5.4.14. Let L be a linear continuum with endpoints and let (fi : i ∈ I) be an

indiscernible sequence in one variable in ML of length at least 3, and let i < j be elements

of I, with (a, b) ∈ im(fi, fj). Then either (a, a) ∈ im(fi, fj) or (b, b) ∈ im(fi, fj).

Proof. Let (f, g, h) ∈M3
L be indiscernible, with (a, b) ∈ im(f, g). Without loss of generality,

assume a < b. There must be some c with (a, b, c) ∈ im(f, g, h), and by Lemma 5.4.13, b ≤ c.

If b = c, then (b, b) ∈ im(g, h) = im(f, g), and we are done. Otherwise, b < c.

Let t0, t1, t2 ∈ L be such that(f, h)(t0) = (a, b), (g, h)(t1) = (a, c), (f, g, h)(t2) = (a, b, c).

By monotonicity of h, t0 < t1, and by monotonicity of g, t1 < t2. By monotonicity of f ,

then, f(t1) = a, so (a, a) ∈ im(f, g).

As the desired property is true for length-3 indiscernible sequences in ML, it is also true

for all longer indiscernibles.

Lemma 5.4.15. Let L be a linear continuum with endpoints. Any indiscernible sequence in

one variable in ML is distal.

Proof. By Lemma 3.5.3, it suffices to show that if (fi : i ∈ I) is a sequence of elements

in ML, and i0 < i1 are such that (i0, i1) is infinite and removing either fi0 or fi1 makes

the sequence indiscernible, then (fi : i ∈ I) is indiscernible. To do this, we show that
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tp(fi0 , fi1) = tp(fi, fj) for all other i < j. This will even apply for sequences of finite

length - if f1, . . . , f5 ∈ M are such that (f1, f2, f3, f5) and (f1, f3, f4, f5) are indiscernible,

then tp(f2, f4) = tp(f1, f3), and this will imply indiscernibility for any infinite sequence

containing these elements and satisfying the above properties.

Let (a, b) ∈ im(f1, f3). By Lemma 5.4.14, either (a, a) ∈ im(f1, f3) or (b, b) ∈ im(f1, f3).

Without loss of generality, we may assume the former case. By Lemma 5.4.12 and indiscerni-

bility, we see that (a, a, b) ∈ im(f1, f3, f4), so there is some t with (f1, f3, f4)(t) = (a, a, b),

and by Lemma 5.4.13, we have that f2(t) = a as well, so (a, b) ∈ im(f2, f4), so tp(f2, f4) =

tp(f1, f3) as desired.

We now show that the interaction between tuples in any ML can be coded by their

averages.

Lemma 5.4.16. Let L be a linear continuum with endpoints and let f̄ = (f1, . . . , fn) and

ḡ = (g1, . . . , gn) be tuples in ML. Define f̂ = 1
n

∑n
i=1 fn and ĝ = 1

n

∑n
i=1 gn. Then tp(f̄ , ḡ) is

determined by tp(f̄), tp(ḡ), tp(f̂ , ĝ).

Proof. Clearly im(f̄ , f̂) is determined by im(f̄). By the monotonicity of f̄ and the surjectivity

of f̂ , for any a ∈ L, there is exactly one ā ∈ Ln such that (ā, a) ∈ im(f̄ , f̂). Thus im(f̄ , ḡ)

consists of all (ā, b̄) such that if â, b̂ are the averages of ā, b̄, then ā ∈ im(f̄), b̄ ∈ im(ḡ), and

(â, b̂) ∈ im(f̂ , ĝ).

Proposition 5.4.17. Then the structure M[0,1] is distal.

Proof. Let (fi : i ∈ I) be an indiscernible sequence in an elementary extension of M[0,1],

which we may assume is ML for some linear continuum L with endpoints. As in the proof of

Lemma 5.4.15 but with longer tuples, we will just show that if (f1, . . . , f5) ∈ (Mn
L)5 is such

that (f1, f2, f3, f5) and (f1, f3, f4, f5) are indiscernible, then the tp(f2, f4) = tp(f1, f3).

Clearly for each 1 ≤ i, j ≤ 5, tp(fi) = tp(fj). For 1 ≤ i ≤ 5, let f̂i ∈ ML be the

pointwise average of the tuple fi. By indiscernibility of these subsequences, we can deduce
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that (f̂1, . . . , f̂5) is indiscernible, so by the proof of Lemma 5.4.15, tp(f̂2, f̂4) = tp(f̂1, f̂3). By

Lemma 5.4.16, this constrains the types of the tuples enough that tp(f2, f4) = tp(f1, f3).

We can say more about indiscernibles.

Theorem 5.4.18. If p ∈ S2(∅), then p is the type (fi, fj) with i < j in some infinite

indiscernible sequence (fi : i ∈ I) if and only if for all (a, b) ∈ im(p), either (a, a) ∈ im(p)

or (b, b) ∈ im(p).

Proof. Lemma 5.4.14 tells us that the type of any pair in an indiscernible has this property.

Now assume that p ∈ S2(∅) is such that for all (a, b) ∈ im(p), either (a, a) ∈ im(p) or

(b, b) ∈ im(p). We will show that for any n, there are f1, . . . , fn ∈ M[0,1] with tp(fi, fj) = p

for all i < j, so by compactness, in some elementary extension, there is an infinite sequence

(fi : i ∈ I) such that for all i < j, tp(fi, fj) = p. By Lemma 5.4.12, (fi : i ∈ I) is

indiscernible.

As a consequence of [Ben18, Theorem 3.2], there are f, g ∈ M[0,1] such that tp(f, g) =

p and f(t)+g(t)
2

= t is the identity. Thus we may partition [0, 1] into three disjoint sets,

A−, A0, A+, on which f − g is respectively negative, 0, and positive, and note that A−, A+

are open while A+ is closed. Thus also A− and A+ each consist of a countable number of

open interval connected components.

We will define our functions fi on A0 and connected components of A+, A− separately,

and we will define them so that 1
n

∑n
i=1 fi(t) = t for all t. For each 1 ≤ i ≤ n, if t ∈ A0, then

we let fi(t) = t. Now let (a, b) be a connected component of A+, and we will define f1, . . . , fn

on [a, b]. As f − g is positive on (a, b), we see that a = g(a) ≤ g
(
a+b

2

)
< f

(
a+b

2

)
≤ f(b) = b.

At least one of f
(
a+b

2

)
, g
(
a+b

2

)
is in A0, and both are in [a, b], so it must be either a or b.

However, these numbers add to a + b, so they must be b and a respectively. By continuity

and monotonicity, we see that the other values of (c, d) ∈ im(p) with c+d
2
∈ [a, b] are exactly

the points of the form (t, a), (b, t) for t ∈ [a, b]. Thus the values of (f1, . . . , fn) on [a, b] should

all be of the form (b, . . . , b, t, a, . . . , a) for t ∈ [a, b].
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It will thus suffice to define f1, . . . , fn on [a, b] such that

• for all i, fi is continuous and monotone on [a, b],

• for all i, fi(a) = a and fi(b) = b,

• for all i < j, t ∈ [a, b], either fi(t) = b or fj(t) = a.

We define our functions on [a, b] by breaking up [a, b] into n subintervals of the form[
ia+(n−i)b

n
, (i+1)a+(n−i−1)b

n

]
, where fi(t) = a on

[
a, ia+(n−i)b

n

]
, fi(t) increases from a to b linearly

on
[
ia+(n−i)b

n
, (i+1)a+(n−i−1)b

n

]
, and fi(t) = b on

[
(i+1)a+(n−i−1)b

n
, b
]
. If i < j, we see that for all

t ∈ [a, b], either fi(t) = b or fj(t) = a, so we are done.

If instead (a, b) is a connected component of A−, the functions can be defined similarly.

As we have defined continuous, monotone functions on closed intervals covering [0, 1] in a

way that endpoints agree and any pair (fi, fj) with i < j only takes values in im(p), we are

done.

5.4.2 Another Language

We now propose a new language for this structure. Because by Lemma 5.4.12, all types are

determined by their restrictions to pairs of variables, it suffices to choose predicate symbols

that generate all definable predicates on two variables. By Stone-Weierstrass, it suffices to

find a set of definable predicates on two variables that separates points on the type space S2.

For this, we may take the family {φα(x, y) : α ∈ [0, 1]∩Q}, where when (a, b) ∈ im(tp(f, g))

is the unique point such that a + b = α, φα(f, g) = a. It is clear that each of these is

1-Lipschitz, so define L to be the language consisting only of 1-Lipschitz binary predicates

φα(x, y) for α ∈ [0, 1]∩Q. Because the image of a type, and thus the type itself, is determined

entirely by the value of these atomic predicates, Th(M[0,1]) eliminates quantifiers in L.

We can also axiomatize Th(M[0,1]) fairly easily in this language. For simplicity, we extend

the language by quantifier-free definitions to include φα(x, y) for α ∈ [0, 1] by taking uniform
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limits.

Lemma 5.4.19. The theory of M[0,1] is axiomatized by the following theory, which we de-

scribe with equations and inequalities for clarity:

{φα(x, y) + φα(y, x) = α : α ∈ [0, 1]}

∪{φα(x, y) ≤ φβ(x, y) : 0 ≤ α < β ≤ 1}

∪{ inf
x1,...,xn

∨
0≤k≤m,i 6=j

|φck(i)+ck(j)(xi, xj)− ck(i)| = 0 : c0, . . . , cm ∈ [0, 1]nis a finite chain}

Proof. It suffices to require that for each pair of variables x, y, the set {(φα(x, y), φα(y, x)) :

α ∈ [0, 1]} forms a valid type in S2, and to require that every type in each Sn is realized,

which they are in all structures as the theory is separably categorical. First, we require

that φα(x, y) + φα(y, x) = α with an axiom for each α. To check that {(φα(x, y), φα(y, x)) :

α ∈ [0, 1]} is a chain from 0 to 1, we add axioms ensuring that φα(x, y) ≤ φβ(x, y) for each

α < β. These also imply that {(φα(x, y), φα(y, x)) : α ∈ [0, 1]} is connected, as the function

α 7→ (φα(x, y), φα(y, x)) is 1-Lipschitz and thus continuous.

Now to ensure that each type is realized. For each connected chain C ⊆ [0, 1]n from 0 to

1, and each m ∈ N, let c0, . . . , cm be the points on C such that at ci,
∑n

i=1 xi = in
m

. Then let

(a1, . . . , an) be such that {c0, . . . , cm} ⊆ im(a1, . . . , an). For each c ∈ im(a1, . . . , an), there is

some i with ci ≤ c ≤ ci+1, so d(c, C) ≤ d(c, ci) ≤ n
m

. Thus if

∨
0≤k≤m,i 6=j

|φck(i)+ck(j)(xi, xj)− ck(i)| = 0

at a particular (a1, . . . , an), we find that d(tp(a1, . . . , an), C) ≤ n
m

and if

inf
x1,...,xn

∨
0≤k≤m,i 6=j

|φck(i)+ck(j)(xi, xj)− ck(i)| = 0

for (c0, . . . , cm) for all m, the type with image C is realized. As {c0, . . . , cm} could be any
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chain from 0 to 1, and in fact this predicate will still be 0 for any finite chain, we simply

require this for all finite chains.

We now consider distal cell decompositions in this language.

Definition 5.4.20. If φ(x; y) is a definable predicate, and Ψ is a finite set of definable pred-

icates of the form ψ(x; y1, . . . , yk), then Ψ weakly defines a ε-distal cell decomposition over

M for φ(x; y) when for every finite B ⊆My with |B| ≥ 2 and every a ∈Mx, there are ψ ∈ Ψ

and b1, . . . , bk ∈ Mx such that ψ(a; b1, . . . , bk) > 0 and for all a′ ∈ Mx, ψ(a′; b1, . . . , bk) > 0

implies |φ(a; b)− φ(a′; b)| ≤ ε for all b ∈ B.

Theorem 5.4.21. Each φα(x; y) admits a ε-distal cell decomposition over M[0,1] for each

ε > 0, which we construct explicitly.

Proof. Let B ⊆M[0,1] be finite with |B| ≥ 2.

For each 0 ≤ i ≤ n, let Fi− be a continuous function with support
[
0, i

n

)
, and let Fi+ be a

continuous function with support
(
i
n
, 1
]
. We will show for each 0 < i < n, there are there are

some ψi−(x), ψi+(x), with ψi−(x) of the form either 1 or Fi−(φα(x; b−)), and ψi+(x) either of

the form 1 or Fi+(φα(x; b+)) with b−, b+ ∈ B, such that ψi±(a) > 0, while ψi−(a′) > 0 implies

φα(a′; b) < i
n

for each b ∈ B with φα(a′; b) < i
n
, and ψi+(a′) > 0 implies φα(a′; b) > i

n
for each

b ∈ B with φα(a′; b) > i
n
. Once we know this, we can let ψ(x) =

∧n
i=0 (ψi−(x) ∧ ψi+(x)).

Then ψ(x) will be of the form ψ(x; b1, . . . , bk), where ψ is one of a finite set Ψ of formulas,

and b1, . . . , bk. This set Ψ weakly defines a 2
n
-distal cell decomposition, because ψ(a) > 0,

and for every b ∈ B, there is some i such that i
n
< φα(a; b) < i+2

n
, so ψ(a′; b1, . . . , bk) > 0

implies i
n
< φα(a′; b) < i+2

n
, and thus |φα(a; b)− φα(a′; b)| ≤ 2

n
.

By symmetry, it suffices to construct ψi−(x). Let b− ∈ B maximize sup(b−1
− ({α − i

n
}))

under the constraint that φα(a; b) < i
n
. If there is not some b− satisfying this constraint,

then we simply let ψi−(x) = 1, the rest of the requirements are trivial. If it does exist, then

we let ψi−(a) = Fi−(φα(a; b−)), and by construction, Fi−(φα(a; b−)) > 0.
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If a′ ∈ Mx, b ∈ B, we claim that φα(a′; b) < i
n

if and only if the interval b−1((α − i
n
, 1])

intersects the interval a′−1([0, i
n
)). Let tα be such that a′(tα) + b(tα) = α. If φα(a′; b) < i

n
,

then these intervals intersect at tα. If these intervals intersect at some t, then we know that

a′(t) < i
n

and b(t) > α − i
n
. If a′(t) + b(t) < α, then t < tα, and thus b(tα) ≥ b(t) > α − i

n
,

so φα(a′; b) < i
n
, and similarly if a′(t) + b(t) > α, then t > tα, so φα(a′; b) = a′(tα) < i

n
. If

a′(t) + b(t) = α, then φα(a′; b) = a′(t) < i
n
.

Now assume ψi−(a′) > 0, φα(a; b) < i
n
, - we wish to show that φα(a′; b) < i

n
. Because

ψi−(a′) > 0, we see that b−1
− ((α − i

n
, 1]) intersects a′−1([0, i

n
)), and by the definition of b−,

because φα(a; b) < i
n
, we know that b−1

− ((α − i
n
, 1]) ⊆ b−1((α − i

n
, 1]). Thus b−1((α − i

n
, 1])

intersects a′−1([0, i
n
)) and φα(a′; b) < i

n
.

5.4.3 Nondiscreteness

Dual linear continua provide the best example of distal metric structures that are truly

different from distal discrete structures. There are several possible criteria for determining

whether a metric structure is non-discrete, and [Han23] compares several of these. Of these,

the strongest, there denoted as ?, is defined as follows:

Definition 5.4.22. A metric structure has the property ? when for any small partial type

Σ(x) (in finitely many variables), the metric space of realizations of Σ(x) in the monster has

a bounded number of connected components.

Theorem 5.4.23. Dual linear continua have property ?.

Proof. By Theorem 5.4.11, the monster model is isomorphic to ML for some linear continuum

with endpoints L - we shall assume that it is indeed ML. By [Han23, Theorem 3.1], to check

? it suffices to check that the space of realizations of complete types over small models are

connected. Thus let M �ML be a small model and let p(x1, . . . , xn) be a complete M -type.

There are unique functions h1, . . . , hn : [0, 1]→ [0, 1] such that for any realization (f1, . . . , fn)

of p, with f = 1
n

∑n
i=1 fi, we have fi = hi ◦ f . There is also a unique complete M -type q(x)
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of averages of realizations of p. We see that f 7→ (h1, . . . , hn)◦f is a function from the space

of realizations of q to the space of realizations of p, and is continuous with respect to the sup

metric, so it suffices to show that the space of realizations of q, in one variable, is connected.

In fact, we will show that it is convex, and thus path-connected.

Suppose f, g ∈ ML are both realizations of q. It suffices to show that for λ ∈ [0, 1],

tp((1 − λ)f + λg/M) = q. In fact, by Lemma 5.4.12, it suffices to check that for each

a ∈ M , tp((1 − λ)f + λg, a), or equivalently im((1 − λ)f + λg, a), does not depend on λ.

For each c ∈ [0, 1], both f and g obtain the same closed interval of values on the preimage

a−1({c}). Thus for any t ∈ a−1({c}), we have that (1−λ)f(t) +λg(t) is also in this interval,

so ((1 − λ)f(t) + λg(t), a(t)) ∈ im((f, a)), implying that im((1 − λ)f + λg, a) = im((f, a))

for all λ.

5.5 Nonexamples

In discrete logic, there is an open question as to which NIP structures admit distal expansions.

The Strong Erdős-Hajnal property is one requirement for admitting a distal expansion, and

we have shown that this is still required in continuous logic, but little else is known. In

continuous logic, however, we can see a wide class of NIP structures which cannot admit

distal expansions for a seemingly different reason: Banach structures. We thank James

Hanson for pointing this out.

Definition 5.5.1. A Banach structure is an expansion of a Banach space, viewed as a metric

structure. The theory of a Banach structure is called a Banach theory.

It will be easy to see that many of these are not distal, because of the following fact:

Fact 5.5.2 ([Han20b, Corollary 6.10]). Every Banach theory with infinite dimensional models

has an infinite indiscernible set in some model.

Corollary 5.5.3. No Banach theory with infinite dimensional models is distal.
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Proof. This is true because no distal structure has an infinite indiscernible set, by the same

proof as in discrete logic:

If it did, we could partition such a set into two infinite subsets I, J and an extra element,

d. Then by the indiscernibilty of the overall set, I + J is indiscernible over d, and thus by

distality, I + d+ J is indiscernible over d, implying that every element of I + d+ J satisfies

x = d. This clearly contradicts the set being infinite.

One particularly interesting class of Banach structures is randomizations. If T is a metric

theory, then the randomization theory TR of T can be constructed in a few ways, each of

which captures the idea that a model of TR consists of random variables valued in models

of T . The construction in [Ben13] adds to the sorts of T an extra sort, consisting of an

algebra of random variables, which is an L1-space, and thus is a Banach structure. While

the randomization of a stable theory is stable ([Ben13, Theorem 4.9]) and the randomization

of an NIP theory is NIP ([Ben09, Theorem 5.3]), we see that the same is not true of distality,

as the randomization of any structure is not distal. Restricting to the original sorts of T

will not change this, as the random variable sort is interpretable from the induced structure

on the other sorts.
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[Ben14] Itäı Ben Yaacov. “Model theoretic properties of metric valued fields.” The Jour-
nal of Symbolic Logic, 79(3):655–675, 2014.
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strongly minimal case.” Journal of Mathematical Logic, 07 2020.

241



[CS21] Artem Chernikov and Sergei Starchenko. “Definable regularity lemmas for NIP
hypergraphs.” The Quarterly Journal of Mathematics, 72(4):1401–1433, 2021.

[CT20] Artem Chernikov and Henry Towsner. “Hypergraph regularity and higher arity
VC-dimension.” arXiv preprint arXiv:2010.00726, 2020.

[CV71] Alexey Chervonenkis and Vladimir Vapnik. “Theory of uniform convergence of
frequencies of events to their probabilities and problems of search for an opti-
mal solution from empirical data(Average risk minimization based on empirical
data, showing relationship of problem to uniform convergence of averages toward
expectation value).” Automation and Remote Control, 32:207–217, 1971.

[DD88] Jan Denef and Lou van den Dries. “p-adic and Real Subanalytic Sets.” Annals
of Mathematics, 128(1):79–138, 1988.

[DHM99] Lou van den Dries, Deirdre Haskell, and Dugald MacPherson. “One-Dimensional
p-Adic Subanalytic Sets.” Journal of the London Mathematical Society, 59(1):1–
20, 1999.

[EK21] Shlomo Eshel and Itay Kaplan. “On uniform definability of types over finite sets
for NIP formulas.” Journal of Mathematical Logic, 21(03):2150015, 2021.

[FPS17] Jacob Fox, János Pach, Adam Sheffer, Andrew Suk, and Joshua Zahl. “A semi-
algebraic version of Zarankiewicz’s problem.” Journal of the European Mathe-
matical Society (EMS Publishing), 19(6), 2017.

[Gan20] Kyle Gannon. Approximation theorems for Keisler measures. University of Notre
Dame, 2020.

[GK15] Larry Guth and Nets Katz. “On the Erdős distinct distances problem in the
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Geometric And Functional Analysis, 17:252–270, 2007.
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